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Decrypting
Ransomware

Executive Summary
Ransomware is a problem that has grown to global proportions, regularly 

resulting in economic, social and personal harms.  Ransomware 

represents an extortive malicious use of technology that involves and 

exploits human and social factors to achieve its ends.  This report 

examines the problem of ransomware through a multi-disciplinary lens 

with the aim of uncovering novel aspects of the problem and shed light 

on potential new avenues for solutions.  

Ransomware is revealed to be a phenomena that evolves when 

new technology emerges that facilitates successful evolutions of 

illicit practices. Particularly concerning are its impacts on Critical 

infrastructure, small businesses, and society generally through 

emergent harms.  The technologies to mitigate ransomware generally 

exist, however they are often not known, not prioritized or not feasible 

for the public.  There are good solutions to support ransomware 

mitigation but their  implementation needs to be better understood 

and better resourced.  

A N A L Y Z I N G  A N D  A D D R E S S I N G  T H E  T H R E A T  I N  T H E  C A N A D I A N  C O N T E X T
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Key Recommendations
 ❗ Consider the impact of Ransomware as the initial event and the 

series of resulting indirect  and emergent harms

 ❗ Society wide education to create awareness of not only ransomware 

and its mitigation but also the institutions in Canada that provide 

support before during and after a ransomware attack 

 ❗ Include human-centric defense strategies into technical solutions 

such as through the use of deceptive technologies and active 

forensic measures 

 ❗ Promote and maintain soft regulations (guidelines) for ransomware 

defense techniques such as backups and encryption at rest. 

 ❗ Incentivize small businesses to adopt ransomware best practices 

by including cybersecurity planning in the small business loan and 

cyberinsurance assessment procedures

 ❗ Promote a Security-by-Design approach to application and systems 

development, to prioritize security at all stages of development

 ❗ Work towards cybersecurity training that promotes a collaborative 

response to ransomware such as communicating concerns and 

seeking help from IT personnel. These efforts should be customized 

to the individuals roles within the organization and can include 

interactive exercises, such as fire drills and table top exercises



 

1 Introduction

Ransomware is a cybersecurity problem that, 
by its very nature, demands attention. At its 
core, Ransomware is a type of malicious soft-
ware or ‘malware’ that is designed to encrypt 
a victim’s files and hold them hostage until 
a ransom is paid. However, the criminal en-
terprises that ransomware has enabled, those 
focused on extorting payment in return for 
the control of data have adopted a range of 
tools and techniques with which they ply their 
trade. So it is that ransomware now can be 
said to include a range of malicious activities 
that include the illicit installation of malware 
for the purposes of extracting financial re-
wards from a victim. 

Consequently, ransomware exposes a broad 
range of cybersecurity issues in a manner that 
other threats have not. Its effects contrast 
starkly with the problem of cyberespionage, 

which while widespread does not result in 
system outages or the leakage of data. As a 
consequence, the harms related to cyberes-
pionage are slower to arise and longer term 
in their effect and more tightly bound, in that 
they do not so immediately spawn a cascade 
of direct, indirect and emergent harms. The 
harms resulting from ransomware range from 
direct effects such as ransom payments and 
loss of revenue for e-commerce organiza-
tions, indirect effects including deaths due to 
hospital and emergency services outages and 
emergent effects such as the destabilization 
of trust in democratic processes following 
voting system failures. 

The expanded nature of the operation of 
ransomware and its effects means that it is 
a grander problem that transcends technol-
ogy. It affects and is affected by our society, 
regulation and behaviour in complex ways 
that require careful examination and influ-

“ransomware exposes 
a broad range of 
cybersecurity issues in 
a manner that other 
threats have not.”
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ence our understanding of the problems and 
responses to it. 

The Human-Centric Cybersecurity Partnership 
(HC2P) summer program investigated ran-
somware with each of three multidisciplinary 
teams focusing their efforts on one of these 
aspects. The program brought together the 
knowledge and experiences of expert cyber-
security practitioners and academic research-
ers from across Canada to guide the research 
efforts of fifteen graduate-students. This re-
port represents the results of their investiga-
tions. 

The first section of this report presents ran-
somware in the frame of its impacts on critic-
al infrastructure in particular, and society in 
general. It harnesses an evolutionary lens to 
provide structure to the seemingly chaotic 
changes in ransomware enabling readers to 
better predict the future of ransomware de-
velopment. 

The next section examines regulation, both 
hard and soft in the light of the understood 
best practices for ransomware. It also focuses 
on small businesses to find existing mechan-
isms that could be adjusted to support these 
Canadian organizations, so they can imple-
ment and benefit from regulations that can 
help them both survive and mitigate ransom-
ware attacks. 

The final section highlights the behaviours 
that lead to ransomware attacks. In an ap-

proach that integrates technical and social 
systems, it identifies the behaviours that 
introduce vulnerabilities into systems and 
those that actualize those threats into attacks. 
By presenting the human involvement in both 
the creation and operation of technological 
systems, this section reveals a model of cyber 
security that highlights new dimensions of the 
cybersecurity puzzle.

Ransomware is a decades old problem that 
has grown to a global scale. The complexity of 
its operations and the severity of its impacts 
expose the need for solutions that have ex-
ceeded the capacities of purely technical fixes. 
We hope that by providing a human-centric 
cybersecurity window into the phenomena of 
ransomware we can inspire new thinking and 
new approaches that can effectively contrib-
ute to a reduction in the frequency and harms 
of ransomware attacks. 
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2 Society

2.1 Impact on Critical Infra-

structure Sectors

Ransomware attacks on critical infrastructure re-
main a key security focus in Canada at various lev-
els, including at the local level, from smaller muni-
cipalities and towns, all the way up to the federal 
level as a matter of national security. According to 
the Canadian Center for Cyber Security 2020 Cyber 
Threat Bulletin on ransomware, Canada is one of 
the top countries impacted by ransomware attacks 
(Canadian Centre for Cyber Security, 2020). More-
over, ransomware attacks against critical infra-
structure are on the rise both in terms of their 
frequency and the ransom amounts demanded. As 
technological innovations such as artificial intel-
ligence and cryptocurrencies empower hackers to 
develop more sophisticated forms of ransomware 
attacks, we must remain ever more vigilant. As 
such, it should come as no surprise that across the 
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past several years, ransomware attacks have 
affected hundreds of Canadian critical infra-
structure service and product providers. The 
affected critical infrastructure industries range 
from the power and energy sector to hospitals 
and all levels of government. For example, in 
2019 the Ontario municipal city of Woodstock 
suffered a loss of over 600,000 dollars CAD 
due to a ransomware attack that had shut 
down their computer systems (Saylors, 2019). 
In another instance, the Northwest Territories 
Power Corporation was subject to a ransom-
ware attack which disrupted its email system 
and website (Strong, 2020). Thankfully, in this 
case, the actual power services were not dis-
rupted, saving the surrounding communities 
from the potentially devastating impacts. Such 
a loss of service could have had impacts on the 
productivity as well as the health and safety 
of Canadians as such ransomware attacks tar-
geting Canadian critical infrastructure pose a 
national security risk for Canadian society at 
large.

2.1.1 What constitutes Canadian 

Critical Infrastructure? 

As of yet, there is not a universal consensus 
on what precisely constitutes critical infra-
structure and consequently formal definitions 
vary between nations and among academics. 
We might broadly understand critical infra-
structure as defined at a high level, as pre-
sented by Barack (2020) as  comprising the 
“facilities, information processes and systems 
upon which our society functions and de-
pends” (pg. 16).

A more detailed definition is provided by the 
Canadian federal government which provides 

that: 

“Critical infrastructure (CI) refers to process-
es, systems, facilities, technologies, networks, 
assets and services essential to the health, 
safety, security or economic well-being of Can-
adians and the effective functioning of govern-
ment. CI can be stand-alone or interconnected 
and interdependent within and across prov-
inces, territories and national borders. Disrup-
tions of CI could result in catastrophic loss of 
life, adverse economic effects and significant 
harm to public confidence” (Public Safety Can-
ada, 2023). 

While this definition could be interpreted very 
broadly, the practical implications of critical 
infrastructure are more precisely outlined by 
the federal government which highlights ten 
specific sectors that make up Canadian critical 
infrastructure: 

 � Energy and Utilities 

 � Finance 

 � Food 

 � Government 

 � Health 

 � Information and Communication Tech-
nology 

 � Manufacturing 

 � Safety 

 � Transportation 

 � Water 

In addition to their outline of what constitutes 
Canadian infrastructure, the government has 
numerous partnerships both foreign and do-
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mestic that it works with to help prepare and 
prevent against cyberattacks targeting critic-
al infrastructure (Public Safety Canada, 2023). 
Domestically, the federal government part-
ners with several groups including:

 � The National Cross Sector Forum (NCSF)   

 � Multi-Sector Network (MSN) 

 � Canadian Security Intelligence Service 
(CSIS) 

 � Communications Security Establishment 
(CSE) 

 � Canadian Centre for Cyber Security 

 � Public Safety Canada 

 � Government Operations Centre (GOC) 

 � Royal Canadian Mounted Police (RCMP) 

At the provincial and territorial level, the Pub-
lic Safety Canada partners with the following 
government groups: 

 � Alberta Emergency Management Agency

 � Civil Protection, Minister of Public Sec-
urity (QC)

 � Emergency Management (NU)

 � Emergency Management and Climate 
Readiness (B.C.)

 � Emergency Management Office (NS)

 � Emergency Management Ontario (ON)

 � Emergency Management Organization 
(SK)

 � Emergency Measures Organization (MB)

 � Emergency Measures Organization (NB)

 � Emergency Measures Organization (PEI)

 � Emergency Measures Organization (YK)

 � Emergency Preparedness (NWT)

 � Emergency Services (NL)

At the international level, the Canadian gov-
ernment has partnered with several western 
governments to focus on critical infrastructure 
including the following nations:

 � Australia  
 � Australian Security Intelligence Or-

ganization 

 � ASIO Business Liaison Unit

 � Trusted Information Sharing Network 
for Critical Infrastructure Protection

 � United Kingdom  
 � UK Resilience 

 � UK Centre for the Protection of Na-
tional Infrastructure (CPNI)

 � United States 
 � US Department of Homeland Security 

 � Cybersecurity and Infrastructure Sec-
urity Agency (CISA)

 � New Zealand  
 � NZ Department of the Prime Minister 

and Cabinet (DPMC)

 � NZ Treasury 

 � National Infrastructure Unit
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2.1.2 Ransomware Attacks Against 

Critical Infrastructure as a Nation-

al Security Issue

Public Safety Canada considers critical infra-
structure as a key part of their national sec-
urity defence strategy which seeks to protect 
the lives and security of Canadians. As the fed-
eral government notes, disruptions of critical 
infrastructure may result in both a loss of life 
and economic activity which in turn erodes the 
health, security and safety of Canadians (Public 
Safety Canada, 2023). Beyond the government’s 
scope, disruptions of critical infrastructure 
may have social, cultural and political impli-
cations such as the erosion of citizens’ trust in 
key public and private institutions. 

In terms of mitigating cyberattacks including 
ransomware against critical infrastructure, the 
Canadian government has outlined several 
strategic initiatives. 

Public Safety Canada (2023) outlines a National 
Cyber Security Strategy which is a framework 
designed to guide the Canadian government 
to help protect both individuals and organiz-
ations from cyber threats, including ransom-
ware attacks. 

Another resource is the National Cyber Security 
Action Plan which serves as a blueprint for spe-
cifically implementing the National Cyber Sec-
urity Strategy. A government program known 
as the Cyber Security Cooperation Program is 
an initiative that aims to provide financial sup-
port through grants and other funding contri-
butions to assist in improving the security of 
Canada’s critical cyber systems. 

A fourth initiative are the Industrial Control 

Systems (ICS) Security Events whereby Public 
Safety Canada delivers ICS security events to 
help strengthen the resilience of critical infra-
structure. 

A fifth initiative is the Canadian Cyber Security 
Tool, which is designed for individual critical 
infrastructure leaders to take part in a self-as-
sessment that can help identify the overall 
level of cyber-resilience of the specific organ-
ization and even offers comparisons of others 
in the same sector (i.e., banking). 

A sixth initiative is the Cy-Phy Exercise Pro-
gram which can help measure and evaluate 
how various cyber events may impact critic-
al infrastructure and is open to critical infra-
structure leaders. A seventh resource available 
to critical infrastructure stakeholders is the 
Critical Infrastructure Gateway, which provides 
an online portal for critical infrastructure lead-
ers to share information with each other, and 
also gain access to information and material to 
enhance awareness concerning various threats 
and vulnerabilities. 

A final initiative is a more recent one known as 
the Consulting on Canada’s Approach to Cyber 
Security which is an open opportunity for both 
individuals and organizations to directly con-
tribute their specific knowledge and experi-
ence in both cybersecurity in general and the 
cybercrime environment in relation to how it 
has impacted themselves, their organization 
and surrounding communities. 

These resources are all available to members 
of the public to access and learn more about 
and reflect the Canadian government’s com-
mitment to including critical infrastructure 
as a key component of their overall nation-
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al security strategy. Even presently, the gov-
ernment has current and planned future in-
itiatives to increase cyber resilience among 
critical infrastructure. On the legislative side, 
in 2022 the government introduced Bill C-26 
which amends the Telecommunication Act to 
modernize the act to reflect the current cyber 
landscape. A second component introduces 
the Critical Cyber Systems Protection Act (CCS-
PA) which aims to develop a regulatory frame-
work to strengthen baseline cybersecurity 
with regard to critical infrastructure (Justice 
Canada, 2022). 

2.1.3 Vulnerabilities Exposed by 

Critical Infrastructure 

Critical infrastructure in a broad sense, suffers 
from several key cybersecurity vulnerabilities 
that create susceptibility with respect to ran-
somware cyberattacks. At a technical level, 
academics point to technical vulnerabilities 
created by industrial control systems which 
have been integrated into public network 
systems (Zimba et al., 2018). Older systems 
were often segmented and isolated from core 
network system while more modern systems 
are often fully integrated, meaning if an in-
dividual gains access to the general network, 
they are more easily able to access the in-
dustrial control systems. Another key tech-
nical vulnerability is legacy systems and the 
transitioning process toward newer systems. 
It is not uncommon to find even key critical 
infrastructures operating on older systems 
(e.g., Windows 2000), which may no longer be 
updated to fix security flaws. Such technical 
issues arise from  the upward trends in sys-
tems digitization and consolidation and are 
consequently unlikely be easily resolved. 

There are also additional vulnerabilities 
posed by the inherent human element in any 
system. In the context of ransomware attacks 
against critical infrastructure, this manifests 
in several ways. Humans are at risk of par-
ticular forms of cyber-attacks that involve a 
social interaction  component, such as social 
engineering, which employs several psych-
ological strategies, such as exploiting a ten-
dency towards obedience to authority and 
ignorance to manipulate unwitting organiza-
tional insiders to contribute to harming critic-
al infrastructure (Ghafir et al., 2018). While it 
may be tempting to question the ignorance 
of cybersecurity technical controls, it should 
be understood that  many of today’s modern 
critical infrastructure management systems 
are run by non-technical people such as a 
teacher using an online e-learning system or 
a nurse using an IoT patient monitoring sys-
tem (Ghafir et al., 2018). The difficulties for 
people attempting effectively manage cyber-
security considerations can be exacerbated 
by workplace factors such as stress, burnout 
and security fatigue, wherein employees are 
simply tired of dealing with security initiatives 
such as training (Nobles, 2022). Furthermore, 
as an attacker’s success may only depend on 
a single action on a computer within a net-
work (such as clicking a link), malicious hack-
ers can and take advantage of exceptional 
distractions  such as an employee who may 
just be having a bad day or going through a 
divorce. 

Another vulnerability presented to informa-
tion systems by the human is the potential 
of malicious insider threats, or employees 
deliberately acting against the network. This 
might be motivated by bad feelings towards 
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the company, a disgruntled employee who 
was passed up for a promotion may know-
ingly run ransomware on a company system. 
Employees may even be bribed, for example a 
low-level employee could be incentivized with 
a large financial sum to make a few account 
changes. Both intentional and non-intention-
al insider threat actions can be leveraged by 
hackers to gain access to critical infrastructure 
systems. Together, both human and technic-
al vulnerabilities inherent to modern critical 
infrastructure systems must be considered by 
relevant stakeholders if we as a society wish to 
improve cyber-resilience among these critical 
cyber systems.

2.2 The trickle-down effects 

of Ransomware 

Ransomware is a type of malware that en-
crypts the victim’s files and demands payment 
in exchange for the decryption key. While the 
immediate impact of a ransomware attack is 
often financial, the downstream effects can 
be far-reaching, affecting not only the victim 
but also society at large. Ransomware attacks 
can also be ideologically or politically motiv-
ated and threaten the state’s democratic pro-
cess. These effects can include data breaches 
and the disruption of essential services. While 
data extraction is increasingly common in 
ransomware attacks, data exploitation offers 
subsequent criminal opportunities for cyber-
criminals. Furthermore, the democratization of 
ransomware and artificial intelligence technol-
ogies is influencing the evolution of the cyber-
criminal ecosystem. In this section, we will ex-
plore the trickle-down effects of ransomware 
and its criminal downstream effects, as well as 
its impact on society at large.

2.2.1 Ransomware as a national 

security issue

The Canadian Centre for Cyber Security notes 
that cyber threat actors pose a significant risk 
to Canada’s national security, critical infra-
structure, and core institutions. According to 
the National Cyber Threat Assessment 2023-
2024, critical infrastructure is increasingly at 
risk from cyber threat activity from both cyber-
criminals and state-sponsored actors (Can-
adian Centre for Cyber Security, 2023). While the 
motivation for criminal or financially motiv-
ated and politically motivated or state-spon-
sored actors might be different, they both tar-
get critical infrastructure.

2.2.1.1 Financially motivated Ransomware 

actors 

The operation of cybercriminal activities has 
matured into a complex industry of individual 
and group actors that interact and exchange 
knowledge, technology and tools. This has led 
ransomware software and tools to be commer-
cialized through a franchise business model on 
Darkweb markets, resulting in the democratiz-
ation of this type of cybercrime (Meland & al., 
2021). The growing “Ransomware-As-A-Service” 
(RaaS) model makes the use of ransomware 
techniques, tactics and tools more accessible. 
It allows malicious actors without technical 
skills to carry out ransomware attacks. This 
suggests that ransomware is getting more prof-
itable, and that the “level of entry” to commit 
these crimes is lowering (Meland & al., 2021; 
Canadian Centre for Cyber Security, 2023). Con-
sequently, ransomware activities are available 
to any actor with a financial motivation and a 
willingness to engage in illegal conduct. 
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Ransomware actors may target critical infra-
structure and supply chains such as food, 
transportation, healthcare and energy be-
cause of their vital role in society’s func-
tioning and their short window of acceptable 
downtime, which could increase the pressure 
felt by these organizations to pay the ransom 
(Kay, 2021). 

The low tolerance for downtime in Critical 
Infrastructure supply chains were well illus-
trated in the case of the ransomware attack 
on the Colonial Pipeline in 2021. The shut-
down of the pipeline, which travels through 
fourteen US states, disrupted the transporta-
tion of oil, rapidly causing fuel shortages and 
price spikes (Salam, 2021). In turn, this led to 
national panic and an emergency declaration 
by the federal government. The company paid 
the 5$ million USD ransom one day after the 
attack (Wilkie, 2021).

A cyber-attack on the healthcare sector, such 
as a hospital, can disrupt information systems 
essential to the provision of care and jeop-
ardize the security of patients’ personal and 
health data, as well as medical confidentiality. 
When it causes the interruption of essential 
medical services, a cyber-attack can directly 
endanger patients’ lives. Because of the risks 
inherent in cyberattacks on healthcare facili-
ties, the cybersecurity of this type of infra-
structure is a national security issue (Achten, 
2021).

Cyberattacks against healthcare infrastructure 
have multiplied in recent years (Zhang-Ken-
nedy & al., 2018; Achten, 2021; ANSSI, 2021; 
Lachaud, 2021). In 2017, when the WannaCry 
ransomware managed to infect over 300,000 
computers in 150 countries, the British Na-

tional Health Service (NHS) was affected and 
the operation of certain services severely im-
pacted. In the USA, four hundred hospitals 
were reported to have had their computer 
systems attacked by the end of 2020, causing 
the permanent closure of at least one hospi-
tal (CSIS, 2023). 

The impact on society can be harmful, with 
patients being particularly affected. A 2021 
ransomware attack successfully targeted a 
database managing almost 30 healthcare 
facilities in Israel. The company responsible 
for managing this database refused to pay 
the ransom, which ultimately led to the leak 
of 290,000 medical records (Achten, 2021). In 
France, between 2019 and 2021, at least five 
healthcare centers were reported to have fall-
en victim to ransomware attacks (Lachaud, 
2021). These attacks rendered computer sys-
tems unusable, blocked access to medical 
data, patient contact details, and the software 
enabling radiotherapy and oncology treat-
ments to be carried out. Vaccination centers 
against CoVid-19 had to be suspended at the 
height of the pandemic, surgical procedures 
had to be rescheduled, and patients admit-
ted to emergency departments had to be re-
directed elsewhere. 

Canada is not immune from financially motiv-
ated attacks against healthcare. On October 
30, 2021, amid the Covid-19 global pandemic, 
the computer network of the Newfoundland 
and Labrador health system fell victim to a  
ransomware attack (Department of Health and 
Community Services, 2023). Within a fortnight, 
the attackers had managed to infiltrate the 
healthcare network’s IT domains using a VPN 
connection, increased their access and then 
exfiltrated data from the environment, includ-
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ing patient medical records and other personal 
information. The attack is said to have resulted 
in computer failure and consequently major 
disruptions across the province’s healthcare 
network, including blocking access to medic-
al records and delaying thousands of medical 
appointments and procedures (Department of 
Health and Community Services, 2023). 

2.2.1.2 Politically motivated ransomware 

Actors

The essential nature of CI operations also 
makes it a prime target for attackers seeking 
to disrupt the company or cause societal harm. 
Adversary states may use their cyber capabil-
ities to target democratic institutions and 
conduct espionage and foreign interference 
activities against the state to promote their 
political, economic, military, security and ideo-
logical interests, as well as to undermine pub-
lic confidence in public institutions (Canadian 
Centre for Cyber Security, 2023). 

In April 2023, the National Security Agency 
(NSA) reported that it had identified ransom-
ware attacks by Russian groups aimed primar-
ily at Ukraine and other European countries 
that had lent their support to Ukraine (CSIS, 
2023). Similarly, a report recently published by 
Stanford University highlights the political na-
ture of double-extortion attacks perpetrated 
by ransomware groups. The groups based in 
Russia reportedly increased the frequency of 
their attacks prior to elections in major dem-
ocracies, including Canada (Nershi & Gross-
man, 2023). A ransomware attack launched 
during an election period can serve an elec-
tion meddling and political interference pur-
pose. This can be illustrated by the case of the 
Louisiana’s 2019 gubernatorial election, where 

a ransomware attack was launched hours after 
the polls closed. This caused 10% of govern-
ment computers to go down, followed by the 
declaration of the state emergency. Although 
the ransomware group had accessed servers 
across the state months earlier, they waited 
six days before the election to launch their at-
tack. The election process ultimately went its 
course, but this incident had the potential to 
fuel doubt and mistrust in the election pro-
cess, undermining public confidence in the 
country’s democratic process (Mehrotra, 2020; 
Nershi & Grossman, 2023). 

The study also found that companies that 
had curtailed or suspended their activities in 
Russia following the invasion of Ukraine were 
more likely to fall victim to attacks by Russian 
ransomware groups (Nershi & Grossman, 2023). 

While these groups are arguably not state-spon-
sored, an analysis of leaked messages between 
members of the Conti ransomware group re-
vealed that its leaders maintained links with 
certain members of the Kremlin, and that the 
group had reportedly cooperated with the Rus-
sian government in at least one state-spon-
sored cyber-operation (Nershi & Grossman, 
2023). The authors concluded that the Kremlin 
maintains decentralized yet cooperative rela-
tions with Russian ransomware groups (Nershi 
& Grossman, 2023), in addition to benefiting 
from cyberattacks targeting Western states 
(Orenstein, 2022). This finding strongly sug-
gests that some cybercriminal groups may 
commit attacks guided by political ideologies 
or allegiances. 

Intermingled financial and political motivations 
also can be found with ransomware groups that 
are more directly state-sponsored. This is the 
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case with the Lazarus group, a hacking group 
created and backed by the North Korean state 
(US. Department of the Treasury, 2019). The 
group is known for its high-profile cyber at-
tacks such as the Sony hack in 2014 and the 
WannaCry ransomware attack in 2017 (US. De-
partment of the Treasury, 2019). The Lazarus 
Group is considered a “state-sponsored hack-
ing organization” by the United States Feder-
al Bureau of Investigation (Hutton, 2023). The 
group is financially motivated as well as driv-
en by efforts to support North Korea’s state 
objectives (US. Department of the Treasury, 
2019), which include military research, indus-
trial espionage, intellectual property theft and 
the evasion of international sanctions (Page, 
2022).

2.2.2 Criminal Downstream Ef-

fects

According to Porcedda and Wall (2019), big 
data and cybercrime allow for “‘upstream’ big 
data related cyber-dependent crimes such as 
data breaches” (p.443). Cyber criminality can 
be conceived as a perpetually evolving eco-
system that “cascades ‘downstream’ to give 
rise to further crimes” (Porcedda and Wall, 
2019, p.443). In the same way, a ransomware 
attack does not simply end when the ransom 
is paid – rather, data extraction renders new 
subsequent criminal opportunities where 
the data can be further exploited for monet-
ization (VMWare, 2022 ; Canadian Center for 
Cybersecurity, 2023). Data breaches can be 
harnessed for double-extortion, phishing and 
spear-phishing, intellectual property theft 
and more recently, deep fake attacks. In turn, 
additional criminal prospects arise from these 
new cyber-attacks.

Double extortion, an increasingly common 
tactic used by ransomware attackers, happens 
when cybercriminals use the extracted data 
for extortion by threatening to release sensi-
tive information if their demands are not met 
(VMware, 2022). After paying the ransom, vic-
tims have no guarantee their data aren’t still 
in the hands of the attacker. This can result in 
further blackmail and extortion, putting pres-
sure on the victim to pay more ransom money 
after the initial ransom payment. Moreover, 
it’s possible the data will be leaked online 
even if the victim pays the ransom (VMware, 
2022). 

When the stolen data is used by the attacker 
or sold on the dark web, new criminal oppor-
tunities emerge (VMware, 2022; Canadian Cen-
ter for Cybersecurity, 2023). In the cybercrime 
chain, data extraction and sale enable addi-
tional criminal opportunities for new mali-
cious actors, not just the initial ransomware 
attackers (Meland & al., 2021). In this context, 
the cascading effects involve new malicious 
actors who can commit new types of crime. 

Sensitive personal information such as fi-
nancial information, social security numbers, 
and medical records can be stolen and used 
for identity theft or financial fraud (Canadian 
Center for Cybersecurity, 2023). This can have 
long-lasting impacts on the individual’s credit 
score, financial stability, and overall well-be-
ing. Additionally, the individual may face emo-
tional distress and a loss of privacy because 
of their personal information being exposed 
(Kelly, 2021).

When personal data is leaked or sold, it can 
be used by cybercriminals to carry out target-
ed or cross-referenced attacks such as phish-
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ing and spear-phishing (MS-ISAC, 2021). With 
access to personal data, attackers can craft 
highly convincing phishing emails or targeted 
phishing attacks that appear to come from a 
legitimate source, such as the victim’s bank, 
government agency or postal service (MS-ISAC, 
2021). 

Intellectual property theft is another potential 
consequence of a ransomware attack. Attack-
ers can extract sensitive business information 
such as trade secrets for their own use (as may 
be the case with a nation state actor) or sell it 
to competitors (Canadian Center for Cyberse-
curity, 2023).

Finally, data extraction during a ransomware at-
tack can potentially be used for more insidious 
attack types, such ‘Deepfake’ attacks (Poremba, 
2021). Deepfakes are synthetic media in which 
a person’s likeness is replaced with someone 
else’s likeness using artificial intelligence (VM-
ware, 2022). If an attacker can extract personal 
data such as images or videos during a ran-
somware attack, they may use this information 
to make Deepfakes more realistic (Poremba, 
2021). Deepfakes can be used for a variety of 
malicious purposes, including fraud, extortion, 
and disinformation (Department of Homeland 
Security, 2022; VMware, 2022). The use of Deep-
fakes can have large scale impacts on nations, 
governments and society if they are used by 
hostile states trying to achieve social polariz-
ation or political interference (Department of 
Homeland Security, 2022). According to the US 
Department of Homeland Security (2022), the 
technology is rapidly advancing and will be 
part of an emerging threat landscape “wherein 
the attacks will become easier and more suc-
cessful” (p.18). 

The increasing accessibility of AI tools has the 
potential to change the way cyber-attacks are 
conceived and launched. It is possible to argue 
that since “cybercrime is an ever-changing and 
constantly evolving threat” (Porcedda & Wall, 
2019), new technologies will impact the evolu-
tion of the cybercrime ecosystem. It is therefore 
possible to argue that just as RaaS has lowered 
the barriers to entry for committing ransom-
ware attacks, the democratization of artificial 
intelligence represents a new component in 
the evolution of the cybercriminal ecosystem.

The rise of RaaS in recent years (Meland & al., 
2021), combined with the democratization of AI 
tools (Department of Homeland Security, 2022), 
generates new opportunities for cybercrimin-
als. They may be able to use them to carry out 
more sophisticated attacks at a faster pace 
(Department of Homeland Security, 2022). For 
example, attackers may use AI to create highly 
convincing deepfakes for use in social engin-
eering attacks (Department of Homeland Sec-
urity, 2022). They may also use AI to automate 
the process of discovering vulnerabilities in 
systems or to create malware that can evade 
traditional detection methods (Canadian Cen-
ter for Cybersecurity, 2023). Moreover, this has 
the potential to change the cybercrime eco-
system, attracting new malicious actors with 
less technical knowledge and expertise who 
may use ransomware attacks for financial, 
ideological, or political motives. 

2.2.3 Societal Downstream Ef-

fects: Lack of trust & Socio-Polit-

ical Polarization

Ransomware attacks could be understood as 
initiating a ripple of negative downstream ef-
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fects across society. While it may be easy to 
intuit the direct effects of ransomware, such 
as using stolen data or system outages to en-
able further crimes (Porcedda & Wall, 2019), 
these effects can also take on an emergent 
form. Emergent effects occur from a complex 
situation but are unexpected and categoric-
ally different from their causes. Emergent ef-
fects, within the context of ransomware, can 
be operationalized as problems created as 
a result of ransomware that are not direct-
ly connected to the original crime (Dupont, 
2019). Hence, ransomware attacks can cause 
effects that were unlikely to be forecast.

Ransomware victimization can be the first 
step in the dissolution of trust in digital media 
and services. When a ransomware attack oc-
curs, the victim loses their autonomy of their 
data, files, or computer (Porcedda & Wall, 
2019). The victimization may then continue 
through the exploitation of exposed personal 
information with crimes such as identity theft. 
According to the Canadian Centre for Cyber-
security (2023) only 42% of Canadian organ-
izations who ended up paying their ransom 
had their data fully restored. This combined 
with the difficulties that police organization 
face in servicing victims and the apparent low 
rate of arrests for cybercriminals results in a 
poor set of outcomes for victims. This makes 
it difficult for them to put trust in institutions 
or organizations, adding to their unlikeliness 
of disseminating between trusted information 
and fake information. These cascading effects 
display how data exfiltration goes through 
processes of linked stages which can eventu-
ally have negative consequences on society 
(Porcedda & Wall, 2019). 

This low trust environment creates a set of 

circumstances that could result in further 
emergent harms. The exacerbation of the lack 
of trust prevalent within a ransomware con-
text is fuelled by growing ability to generate 
fake information using AI. According to Du-
pont et al. (2018), deepfakes are a malicious 
example of how AI can be used to manipulate 
individuals. Expanding on the image editing 
functions of software such as Adobe Photo-
shop , Deepfakes allows for automation that 
facilitates the editing of sounds and videos 
(Dupont et al., 2018). Often used through a 
tool called “FakeApp”, these tools can learn an 
individual’s facial features and make a video 
of them saying whatever the creator wants. 
This makes it increasingly easy for hackers to 
exploit individuals through impersonation or  
blackmail. This form of easily producible fake 
information adds to the lack of trust people 
have in society, organizations, and the gov-
ernment. 

According to the Communications Security Es-
tablishment (2023), heightened occurrences 
of disinformation, used to provoke emotion-
al responses, cause a general lack of trust 
amongst Canadians. Disinformation in this 
context, refers to as false information that 
has been deliberately created to invoke harm. 
This form of information spreads easily and 
quickly with the help of social media. Lever-
aging the ease with which they are able to 
spread disinformation, foreign states attempt 
to destabilize Canada’s democracy through 
“spreading false information, influencing vot-
er decisions, polarizing opinions, discrediting 
people and institutions, and undermining 
trust in the democratic process” (Communi-
cations Security Establishment, 2023). Spread-
ing fake information is a way foreign actors 
can destabilize micro levels of society such as 
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individuals and organizations, which then rip-
ples into affecting the macro sphere such as 
the government or society at large.

Connected to the societal impacts of lack of 
trust and disinformation comes socio-polit-
ical polarization. Creating conflict allows for 
a wedge to be driven within a society. Rapid 
Response Mechanism Canada (2022) express 
that disinformation distorts the public sense 
of reality. Ultimately, this threatens the pillars 
of democracy and shrinks the power of free 
speech (Rapid Response Mechanism Canada, 
2022). This form of polarization is dangerous as 
it undermines the citizenry’s trust in democrat-
ic institutions. While polarization is not some-
thing new, the rise of ransomware attacks 
creates an emergent environment in which 
actors can further manipulate massive groups 
of people resulting in socio-political instabil-
ity. An example of this that occurred in January 
and February of 2022 is the ‘freedom convoy’ 
protests in which Truckers caused disruptions 
by occupying Canada’s capital, Ottawa (Mc-
Laren, 2022). This example displayed how eas-
ily individuals can become divided, with some 
citizens supporting the convoy while others 
were firmly against it. 

Ransomware is an issue which has societal, in-
telligence, and diplomatic consequences (Wil-
ner et al., 2019). While the initial impacts are 
readily understood the cascading and emer-
gent effects can result in a wide set of issues. 
These ramifications require analyses from 
multiple angles, with a core element focusing 
on social behaviour. While the technological 
environment is highly dynamic, it is consistent-
ly people who are conducting and developing 
cybercrime, which affects society and public 
safety as a whole (Wilner et al., 2019). While the 
full range of emergent effects are difficult to 

understand, at the very least,  the emergent ef-
fects that appear after a ransomware attack in-
clude a lack of trust and socio-political polar-
ization.

2.3 Evolution of Ransom-

ware Tactics

2.3.1 Ransomware and Natural Se-

lection 

The phenomenon of ransomware can be 
understood as evolving through a process of 
natural selection, where the most effective 
and successful variants survive and proliferate, 
while less successful ones fade away. As the 
environment in which ransomware exists has 
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changed dramatically over time, ransomware 
operations that have more effectively capital-
ized on these changes have become prevalent. 
While the future of ransomware may appear 
unpredictable, it can be appreciated through 
a historical analysis of its historical evolution-
ary process, which can be traced back to the 
late 1980s.

2.3.2  Early days 

In the early days of ransomware, traditional 
physical (i.e., letter) mail was the main meth-
od of both payment and distribution. The PC 
CYBORG/AIDS Information Trojan was one of 
the first known cases of ransomware (Giri et 
al., 2006). In 1989 the author of the malware 
mailed to numerous people, a floppy disk 
containing a Trojan; a type of malware that 
disguises itself within legitimate software 
code or data files to trick users into execut-
ing or installing it. The recipients were likely 
unaware that the package contained ransom-
ware. Once installed on the system, the Tro-
jan would encrypt all of the user’s files and 
demand a payment of $378 to recover the 
files, instructing them to mail the amount to 
an address in Panama (Giri et al., 2006). This 
form of ransomware could be understood as 
being reliant on the increasing availability of 
personal computers, the standardization of 
the floppy disk as a storage medium and the 
relative ubiquity of the DOS operating system. 

2.3.3 The Internet

The use of mail as a distribution and payment 
channel gradually declined with the rise of 
the internet. As a result, there was a period of 
relative inactivity in ransomware attacks until 
May of 2005 when GPCoder emerged as one 

of the earliest modern ransomware variants 
(Giri et al., 2006). While the PC CYBORG/AIDS 
Trojan relied on floppy disks for distribution, 
GPCoder capitalized on the internet’s connec-
tivity and email services, allowing it to spread 
more efficiently and target a larger number 
of potential victims (Richardson & North, 
2017). This marked a significant milestone in 
the evolution of ransomware as it adapted 
to the changing technological landscape and 
embraced online platforms for its malicious 
activities. While both ransomware variants 
demanded payment from their victims to re-
gain access to their encrypted files, GPCoder 
started the trend of using online payment 
methods. These methods, such as e-gold and 
Liberty Reserve enabled attackers to receive 
ransom payments without revealing their 
identities or location, increasing the difficulty 
for law enforcement to track them down (Giri 
et al., 2006). These services, while providing 
a degree of anonymity, were themselves legal 
entities with centralized control of their plat-
forms and were eventually targeted by law 
enforcement actions due to their association 
with various illegal activities, including ran-
somware payments.

2.3.4  Cryptocurrencies

With law enforcement agencies stepping up 
their efforts to control the illicit movement 
of funds through established online finan-
cial service providers, ransomware operators 
sought alternative payment methods that 
offered greater privacy and decentralization. 
This shift coincided with the rise of cryptocur-
rencies, which gradually replaced e-gold and 
Liberty Reserve as the preferred payment op-
tion for ransom demands.
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CryptoLocker, one of the most famous ran-
somware strains, exemplifies this transition. 
When CryptoLocker emerged in August of 2013, 
it distinguished itself with its high level of so-
phistication compared to earlier ransomware 
(Richardson & North, 2017). It utilized strong 
encryption algorithms, making it extremely dif-
ficult for victims to recover their data without 
paying the ransom. Most notably, it demanded 
ransom payments in Bitcoin. Bitcoin allows for 
two parties to transact without an intermedi-
ary, hence, is not regulated by governments 
and banks (Wilner et al., 2019). This is a form of 
innovation in the ransomware sphere because 
of how difficult it is to track and trace, provid-
ing cybercriminals with a more efficient and 
anonymous method of receiving payments. 
The impact of CryptoLocker became even more 
apparent by the end of 2015, when the FBI es-
timated that $27 million in ransom payments 
had been made by victims to authors of Crypt-
oLocker (Richardson & North, 2017).

However, the increased use of Bitcoin resulted 
in law enforcement agencies developing an in-
creased capacity for blockchain analysis and 
the tracing of Bitcoin transactions. Consequent-
ly, in order to continue to be successful, ran-
somware operators needed better techniques 
to launder their profits effectively. To obscure 
the origins of the ransom payments and dis-
tance themselves from the illegal funds, cyber-
criminals turned to cryptocurrency exchanges, 
mixers, and tumblers.

Cryptocurrency exchanges played a crucial role 
in converting the received ransom payments 
into other cryptocurrencies or even fiat curren-
cies, government-issued currencies, such as 
US dollars or euros (Matthijsse et al., 2023). By 
creating accounts on multiple exchanges that 

allowed anonymous or minimal identity verifi-
cation, the ransomware operators could move 
funds in a way that obscured their origins and 
made tracing difficult.

 Mixers and tumblers provided a way to further 
increase the anonymity of the received crypto-
currencies (Canadian Centre for Cyber Secur-
ity, 2023). These services mix digital coins from 
multiple sources, making it challenging for 
blockchain analysis tools to link transactions 
to specific addresses. As a result, the ransom-
ware operators could more effectively launder 
the funds and prevent investigators from fol-
lowing the money trail.

 Additionally, some ransomware groups started 
demanding payments in privacy-centric crypto-
currencies. Bitcoin and alike cryptocurrencies 
such as Ethereum operate on a public block-
chain, that has all transfers and transactions 
visible to the public. However, privacy-oriented 
cryptocurrencies such as Monero were delib-
erately crafted to obscure transactions and 
ensure user anonymity, increasing their popu-
larity amongst cybercriminals (Canadian Cen-
tre for Cyber Security, 2023). Payments made 
in these cryptocurrencies made it even more 
challenging for investigators to track the flow 
of funds and identify the recipients. Despite 
this the spread of ransomware continued to 
be limited by operational factors. The effect-
ive operation of ransomware infrastructure is 
technically complicated and the number of 
operators that have both the technical skills to 
effectively implement a ransomware campaign 
and manage the laundering of funds and other 
operational aspects of a criminal enterprise. 
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2.3.5  Ransomware as a Service 

The evolutionary nature of ransomware con-
tinued to progress with the introduction of a 
new and significant development in 2015, ran-
somware-as-a-service (Oz et al., 2022). This 
marked a pivotal shift in the evolution of ran-
somware, as it enabled a more streamlined 
and accessible model for cybercriminals to 
engage in ransomware attacks.

The RaaS model operated like a legitimate 
software-as-a-service (SaaS) business, with 
experienced ransomware developers offer-
ing their malware as a service to aspiring 
cybercriminals. They would gain access to 
user-friendly dashboards and tools provided 
by the developers, enabling them to custom-
ize, deploy, and execute ransomware attacks 
quickly and inexpensively without technical 
skills. Ransomware delivered in this way over-
comes some of the limitations by separating 

the technical skills from operational require-
ments of ransomware functions, allowing RaaS 
ransomware to become more prevalent. The 
RaaS model significantly lowered the barrier 
to entry for conducting ransomware attacks, 
resulting in a vast and diverse ecosystem of 
ransomware variants (Oz et al., 2022).

2.3.6 Multiple Extortion 

The increasing likelihood of ransomware 
could be viewed as precipitating a greater 
investment in ransomware resistant infor-
mation systems. The large ransomware eco-
system, in turn, fostered the evolution and di-
versification of ransomware techniques, most 
notably introducing the concept of double ex-
tortion, as exemplified by the infamous Maze 
ransomware (Razaulla et al., 2023). Before en-
crypting the victims’ databases, the attackers 
would steal sensitive information. Using this 

Figure 1- Multiple Extorsion Ransomware Techniques
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stolen data as leverage, they would threaten 
to publish it on their “Name and Shame” web-
site unless ransom demands are met, putting 
pressure on the victims to comply (Kerns et al., 
2022). 

As double extortion became more widely 
recognized and countered by cybersecurity 
measures, attackers evolved their strategies 
to maintain their effectiveness. This led to the 
emergence of triple and even quadruple extor-
tion tactics. SunCrypt, a prominent RaaS oper-
ator, emerged as the pioneer of triple extor-
tion in 2020 (Warikoo, 2023). In this advanced 
form, attackers would not only threaten data 
publication and demand a ransom, but also 
add a layer of coercion by deploying Distrib-
uted Denial of Service (DDoS) attacks on the 
victims’ networks or websites. These DDoS at-
tacks flood the system with an overwhelming 
volume of traffic, which causes service disrup-
tions, and prevents legitimate users from ac-
cessing the system, leading to further financial 
losses for the victim. Quadruple extortion en-
compasses a ransom payment, data publica-
tion, DDoS attacks, and, additionally, involves 
attackers directly contacting the compromised 
company’s customers or suppliers for further 
extortion (Warikoo, 2023). The first occurrence 
of this phenomenon was also observed in 2020 
when hackers obtained access to a medical 
company’s patient data (Robinson et al., 2022). 
Patients of a compromised Finnish psycho-
therapy company began receiving emails, with 
hackers demanding €200 in bitcoin in order to 
prevent their sensitive therapy conversations 
from being made public.

With the advent of RaaS platforms and new 
ways to further extort victims, the scale and 
complexity of ransomware attacks escalated. 

Cybercriminals refined their techniques and 
started focusing on larger corporations with 
substantial assets and financial capabilities. 
The average ransom payment witnessed a re-
markable increase, rising from around $300 in 
2015 to a staggering $111,605 in 2020, indicating 
that ransomware has evolved into a highly lu-
crative criminal enterprise (Connolly & Borrion, 
2022).

Furthermore, the evolution in ransomware 
has been influenced not only by financial-
ly motivated cybercriminals but also by 
state actors driven by political motivations. 
State-sponsored ransomware attacks, exe-
cuted by sophisticated hacking groups backed 
by nation-states, have emerged as a significant 
concern (Fiore et al., 2023). For instance, the 
WannaCry ransomware emerged in May 2017, 
exploiting a vulnerability in Microsoft Windows 
operating systems. The attackers demanded 
a ransom between $300 - $600, payable in 
bitcoin. However, the attack’s impact extended 
beyond the financial, as several hospitals were 
compromised, experiencing shutdowns. This 
incident marked one of the first examples of 
a ransomware operation targeting destruction 
rather than solely seeking financial gain and it 
was attributed to a North Korean government 
sponsored cybercriminal organization (US. De-
partment of Justice, 2018). Such attacks, aimed 
at disrupting critical infrastructure, corporate 
entities, and influencing political agendas, 
hold far-reaching implications beyond mon-
etary motives. The involvement of state actors 
adds a new layer of complexity to the evolving 
ransomware threat, blurring the lines between 
traditional cybercrime and political strategies.

Ransomware has come a long way since its 
early days of letter mail distribution and 
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modest ransom demands. Over the years, 
it has adapted and evolved in response to 
changing technological landscapes, financial 
incentives, and law enforcement actions. This 
ever-evolving nature of ransomware exempli-
fies the relentless pursuit of adaptability and 
resilience in the competitive cyber landscape. 
Just as nature selects the fittest organisms for 
survival, the cyber landscape selects the most 
effective and evasive ransomware variants for 
proliferation. As the evolutionary trajectory of 
ransomware progresses, it becomes evident 
that combating this diverse and sophisticated 
cyber threat requires continual vigilance, col-
laboration, and innovative security measures 
from the cybersecurity community and law 
enforcement agencies. By understanding and 
anticipating ransomware’s evolutionary path-
ways, we can better prepare to defend against 
this continuously developing threat and pro-
tect the digital world from its detrimental ef-
fects.

2.4 New means for the at-

tacker 

As ransomware attacks continue to evolve, 
cyber attackers capitalize on the advance-
ments in technology, using them to their ad-
vantage in exploiting victims more efficiently. 
Innovations such as cryptocurrencies, arti-
ficial intelligence (AI), and the Internet of 
Things (IoT) have opened new avenues for 
these malicious actors, making their nefari-
ous activities more challenging to track and 
combat and could consequently be playing a 
role in the current evolution of ransomware 
threats. 

2.4.1 Cryptocurrencies 

The advent of cryptocurrency has significantly 
fuelled ransomware attacks, as evidenced by 
the case of the first CryptoLocker attack (Conti 
et al., 2018). As we have discussed in the pre-
vious section on evolution, with the launch of 
Bitcoin, cybercriminals found an ideal tool to 
execute their malicious deeds. Beyond Bitcoin, 
attackers are also leveraging alternative digit-
al currencies such as Ethereum, Ripple, and 
Monero, drawn by the additional layers of 
anonymity they provide. To complicate mat-
ters further, attackers have delved into the 
realm of custom coins or tokens, specifically 
designed for ransomware campaigns, evading 
public trading and raising victims’ apprehen-
sions about engaging with rare digital curren-
cies. Seeking to elude law enforcement and 
cybersecurity scrutiny, attackers have turned 
to tumblers and mixers, which pool and mix 
funds to obscure transaction origins. By fun-
nelling ransom payments through these servi-
ces, attackers effectively blur the money trail, 
impeding investigators from tracing funds 
back to specific individuals or groups. The de-
velopment of online currencies and related 
institutions facilitating their transfer and con-
version could be important to the develop-
ment of ransomware schemes should more 
efficient or anonymous schemes be realized. 

2.4.2 Automated System Vulner-

ability Detection 

Artifical Intelligence (AI) assumes a pivotal 
role in detecting system vulnerabilities with 
remarkable ease (Khan, S., & Parkinson, S., 
2018). Additionally, ‘explainable AI’ (XAI) pro-
vides invaluable insights into these vulner-
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abilities, offering a deeper understanding to 
both defenders and attackers alike. Although 
this technological advantage aids cybersecur-
ity professionals in fortifying their defenses, it 
also empowers attackers by automating pro-
cesses and rendering cracking systems more 
flexible. The capability of AI to analyze vast 
amounts of data in a single click saves time 
for cybercriminals, facilitating swift identifica-
tion of vulnerabilities. Once weaknesses are 
pinpointed, attackers employ XAI to gain in-
depth knowledge about the vulnerable code 
snippets, enabling them to launch precise and 
targeted attacks on these areas of vulnerabil-
ity. The continuous development and applica-
tion of AI in cybersecurity demand vigilance 
and innovation to safeguard against emerging 
threats in the ever-evolving digital realm.

2.4.3 IoT Ecosystem

The Internet of Things (IoT) ecosystem is a di-
verse realm, encompassing a vast array of de-
vices like smart home appliances, wearable 
gadgets, industrial sensors, and medical de-
vices. However, these devices often bear the 
burden of limited processing power and mem-
ory, posing challenges in implementing robust 
security measures. Additionally, the absence of 
standardized security implementations leaves 
IoT devices vulnerable to exploitation. As the 
Internet of Things continues to expand, it in-
advertently creates a favourable environment 
for ransomware attackers seeking potential 
targets (Humayun et al., 2021). The use of IoT as 
an entry point to corporate networks through 
the homes of teleworkers pursuit of standard-
ized security protocols and innovative cyber-
security measures becomes paramount to 
safeguarding the integrity and privacy of our 

interconnected world.

2.4.4 Social Engineering

Attackers consistently adapt to defensive 
measures through processes of social engin-
eering. Social engineering focuses on target-
ing individuals and using techniques derived 
from behavioural science and psychology to 
manipulate them into providing hackers with 
the means for access into their networks or ac-
counts (Conteh & Schmink, 2021). This attack 
strategy focuses more targeting humans rather 
than relying purely on technological innova-
tion (Dupont et al., 2018). Through the use of 
deception and forging trust with users, hackers 
can access information relatively undetected, 
as it seems like authorized access (Conteh & 
Schmink, 2021). With the rising use of social 
engineering, attacks have become more tar-
geted. Examples of this are seen through per-
sonalized phishing attacks, coined as spear 
phishing, where attackers frame emails as if 
they are legitimate in attempts to collect per-
sonal information. This practice continues to 
evolve; hackers find new creative ways to trick 
individuals into believing their phishing emails 
through finding catered personal information 
of the victim (Beaman et al., 2021). This form 
of personalized adaptation makes it difficult to 
discern between correct information and dis-
information in emails, causing victims to easily 
fall for deception.

2.4.5 Extended Software Supply 

Chains

Supply chain effects are another software at-
tack that hackers are growing accustomed to. 
These attacks “occur when attackers com-
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promise a block of code at its source, such 
as a software update that then infects any 
business or customer that uses it” (Robinson 
et al., 2022). For example, say there is a large 
software development company that creates 
a contract with another smaller company to 
execute some processes for them. Hackers 
could see an opportunity to attack the small-
er company that has less security. Through 
breaching the security of the small company,  
a successful ransomware attack can occur. 
This chain of supply makes software that are 
distributed over the internet difficult to re-
main compromised (Robinson et al., 2022). 
Hackers take advantage of this which is why 
risks of supply chain attacks has never been 
higher, adding to the fact that hackers con-
sistently adapt their attacks based on new 
technologies. 

2.5 Future Risks

Future era of technology, where anonymity 
and e-personas prevail, making the task of 
tracking ransomware increasingly challenging. 
As technology advances, so do the opportun-
ities for the evolution of cybercrime threats. 
In order to put in place the measures to re-
duce the harm from the future development 
of ransomware, the analysis of near future 
technologies could provide crucial insights. 

2.5.1 AI-driven social engineering

AI is increasingly being leveraged to fuel 
ransomware attacks, enabling cybercrimin-
als to conduct large-scale and sophisticated 
assaults (Poudyal, S., & Dasgupta, D., 2020). 
AI-driven social engineering tactics further 
enhance the attackers’ ability to compromise 

victims and coax them into downloading ran-
somware as Trojans (Krombholz et al., 2015). 
In today’s digitally connected world, where 
individuals’ details and activities are easily 
tracked through social media, cyber attackers 
exploit this wealth of data to evoke specific 
emotional responses from their targets, such 
as fear, urgency, curiosity, or trust. Employing 
personalized Trojan messages and convincing 
negotiations, automated social engineering 
techniques craft highly authentic-looking 
emails and communications that appear to 
originate from trusted sources, making it diffi-
cult for recipients to discern malicious intent. 
This manipulation not only influences victims 
to pay the ransom but also enables attack-
ers to adjust ransom amounts and time limits 
based on their analysis of the victim’s behav-
iour. As a result, AI-driven social engineering 
could provide an avenue for not only securing 
access but also facilitating a providable out-
come which would be invaluable for attackers, 
during, and after an attack.

2.5.2 Smart cities and e-govern-

ance

The world is witnessing a sweeping transform-
ation towards smart cities and a futuristic 
e-governance landscape (Bajpai, P., & Enbody, 
R., 2020). Fuelling this evolution is a myriad 
of cutting-edge technologies that promise to 
make our world more dynamic and connected 
than ever before. Smart cities, powered by the 
Industrial Internet of Things (IIoT), manage 
critical infrastructures like energy, water 
supply, and transportation, raising concerns 
about potential vulnerabilities (Bajpai, P., & 
Enbody, R., 2020). Furthermore, e-governance 
presents both opportunities and challenges, 
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offering the potential for efficiencies in the 
management of communities and increasing 
access to services but also presenting a vast 
mine of personal information for ransomware 
attackers to target (Nershi, K., & Grossman, S., 
2022). The developing digitization of the insti-
tution of democracy also presents potential 
targets. An illuminating study by Stanford re-
veals that election times are particularly prone 
to cyber attacks, compromising politician com-
munications and highlighting the pressing 
need for robust cybersecurity measures in this 
digital age (Nershi, K., & Grossman, S., 2022).
The development of these aspects of our cities 
and government present opportunities for the 
development of criminal operations that could 
shape the future ransomware techniques.

2.6 Technical Solutions

2.6.1 Unlocking the Power of Ran-

somware Defense

Strategies for more effectively countering ran-
somware could make effective use of not only 
cutting-edge approaches such as defense-
in-depth, defending forward and deception 
strategies, but also long-standing techniques 
such as widespread system logging. This con-
cept combines the prowess of canary files and 
logging, creating an enticing trap for attackers 
while empowering organizations to stay one 
step ahead of the cyber threat. By strategically 
deploying alluring Trojan canary files in un-
authorized areas of the system and network, 
attackers are lured into revealing their pres-
ence in a system, setting the stage for their 
undoing. The interaction with these deceptive 
decoys does more than just raise alerts; they 
stealthily record every move of the intruders. 

On activation the keylogger component of the 
canary file springs into action, capturing critic-
al data, including the attackers’ IP addresses, 
encryption methods, and even decryption keys. 
The deployment of strategies such as these 
could increase the cost of running ransomware 
operations, as operators would need to con-
stantly defend while attacking on all systems, 
due to the possibility of the system employing 
this form of defense. This form of active and 
deceptive defense would potentially change 
the game, increasing possibility of resilience 
against ransomware threats.

2.6.2 AI-driven system behaviour 

detection

In the ever-evolving landscape of cybersecurity, 
AI emerges as a formidable weapon in the fight 
against ransomware. One of its key roles is to 
monitor system behaviour, identifying anom-
alies that could signal a potential ransomware 
attack. Through network traffic monitoring, 
tracking suspicious API calls, and automating 
intrusion detection, AI-powered systems can 
swiftly spot signs of malicious activity. Notably, 
ransomware-infected systems exhibit unusual 
behaviour, as highlighted in a recent study 
(Hampton et al., 2018), where researchers dis-
cerned specific API features associated with 
ransomware-infected operations. By harness-
ing these cutting-edge technologies, organiza-
tions can more rapidly thwart ransomware at-
tacks and safeguard their data and operations 
from harm before the threat materializes. Em-
bracing AI as a preventive measure is a crucial 
step towards fortifying our cyber defenses and 
ensuring a secure digital future.
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2.7 Recommendations for 

Organizations and the Public

In the ever-evolving landscape of the digital 
era, the rise of ransomware attacks has be-
come an alarming concern. As technology 
advances and the digital realm expands, the 
sophistication and frequency of these attacks 
have reached unprecedented levels. Despite 
numerous efforts to eliminate ransomware, 
the perpetrators behind these malicious acts 
have proven to be incredibly resilient, con-
tinually finding innovative ways to exploit vul-
nerabilities in our systems and networks.

The traditional approach to combating ran-
somware has revolved around attempts to 
eradicate it completely. However, this strat-
egy has proven to be ineffective as the threat 
actors behind these attacks adapt rapidly 
and evolve their tactics. Each time a security 
loophole is patched, or a defense mechan-
ism is implemented, cybercriminals are quick 
to identify new vulnerabilities and develop 
strategies to bypass them. As a result of this 
reality, society needs to accept that ransom-
ware is now a part of our lives and is not go-
ing away any time soon. We must be able to 
quickly adapt to the new attempts cybercrim-
inals use and understanding that ransomware 
is a persistent and pervasive threat is crucial 
for devising effective strategies to mitigate its 
impact.  

Ransomware attacks are inevitable and know 
no borders. Knowing this means that society 
needs to come together to mitigate these at-
tacks, rather than sweeping them under the 
rug. The foundations for ensuring this are 
spreading awareness and transparency, along 

with focusing on altering the culture of cyber-
security attacks. From a societal standpoint, 
ransomware attacks are still taboo. Organiz-
ations and individuals feel a sense of shame 
when suffering from an attack and this only 
contributes to limiting solutions to the prob-
lem. To help mitigate this, the culture of ran-
somware needs to change. 

Shifting the culture of ransomware starts 
with spreading awareness. This can happen 
through implementing awareness in starting 
from a young age, helping with normalizing 
the reality of these attacks as the population 
grows. These learning experiences can be 
made fun to keep children invested in under-
standing and learning about cybersecurity. 
Various exercises teaching them the import-
ance of the issue, such as through games, 
quizzes, collaborative exercises, etc. can make 
the topic approachable. To assist with the 
rest of the population, implementing educa-
tion within organizations that focuses on the 
emotional, business, and mental impacts of 
ransomware can help. Receiving so much in-
formation on important initiatives is difficult, 
so it is crucial to make awareness campaigns 
relatable and impactful. 

Just as campaigns like “Lives not Knives” in the 
United Kingdom have successfully appealed 
to the youth, we can design similar initia-
tives to engage, educate, and empower young 
minds to stay away from cybercriminal activ-
ities (Lives Not Knives, n.d.) By highlighting 
the harsh reality that being a cybercriminal 
does not pay well, we can scatter the illusion 
of quick gains and showcase the abundance 
of opportunities in legitimate technology ca-
reers. Demonstrating the positive impact of 
legal professions, where their skills can be 
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harnessed for the greater good, can inspire 
them to pursue legitimate jobs and contribute 
positively to society. In addition, mentorship 
programs and workshops led by cybersecur-
ity experts can create role models who can 
demonstrate the fulfilling, rewarding path of 
a cybersecurity professional. By creating en-
gaging and relatable awareness campaigns, we 
can create a culture that not only discourages 
cybercrime, but also nurtures and celebrates 
the younger generations potential to become 
technology leaders of the future.

Cybersecurity is something that we need to 
continuously learn about and practice. Cyber-
criminals are always evolving and figuring out 
new ways to attack. To mitigate this, learning 
about protecting oneself online from a young 
age, along with constant learning as one grows 
up can add to strengthening society’s know-
ledge on the topic. An example of this can be 
done through implementing phishing training 
within organizations. Not only does this con-
tinue the education of the realities of what 
can happen through ransomware attacks, but 
it allows for training for avoiding these oc-
currences. Central to these training situations 
needs to be an activism aspect to assist with 
changing the culture and ideologies surround-
ing being a victim of ransomware attacks. 

Centralization of resources is an aspect of 
awareness that can help with showing people 
that they have a place to go to learn or report 
ransomware attacks. There is a multitude of re-
sources available, but it is overwhelming not 
knowing where to specifically go. Knowledge 
paradox has become so common, so having 
a central website or phone number to call for 
cybersecurity information is helpful. Having 
that guidance and a central guide can add to 

the awareness and transparency need of ran-
somware. For instance, when there is a typical 
real-world crime (e.g., a robbery) there is most 
often one number to call, e.g., ‘911’. For a cyber-
crime, there are many resources available, but 
which would you contact first? Public Health 
and Safety? The local police? The RCMP? On 
top of having to manage the stress of dealing 
with a cyber incident, not having an immedi-
ate resource to contact can further aggravate 
the already immense pressure. Having a single 
point of contact, that upon calling, could direct 
the victim towards the appropriate resource(s) 
could go a long way, regardless of size. For ex-
ample, a smaller critical infrastructure operator 
such as a small-town power grid when faced 
with a ransomware attack may be directed to-
wards a more appropriate resource versus the 
power grid operator of a major area such as 
Toronto which would require a more serious 
resource. Centralizing the initial contact point 
can help save time and resources during a 
cyber crisis. 
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3 Regulation

3.1 The Impact of Ransomware 

on Small Businesses

Small businesses are a vital component of the Can-
adian economy. According to the Small Business 
Branch of Innovation, Science and Economic De-
velopment Canada (2022), enterprises with 1-9 em-
ployees make up 74.1% of all businesses in Canada, 
and when combined with businesses of up to 99 
employees, the number increases to 97.9%. These 
small businesses are responsible for creating jobs, 
with nearly 70% of employee working for small 
businesses and driving innovation, accounting for 
36.7% of Canada’s GDP in 2019 (Innovation, Science 
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and Economic Development Canada, 2022). 
While small businesses are thriving in Canada, 
in recent years they have faced a meteorically 
rising threat: ransomware attacks. Data from 
the Canadian Ransomware report by Telus 
indicates that 61% of small businesses have 
been affected by ransomware, with the average 
ransomware payment (across businesses of 
all sizes) exceeding $250,000 (National Cyber 
Threat Assessment, 2022; Telus, n.d). Small 
businesses have become increasingly popular 
targets of ransomware attacks in recent years, 
and the impacts of victimization can be devas-
tating. In the wake of a ransomware incident, 
small enterprises are left cash strapped and 
forced to allocate significant time and resour-
ces towards getting back on their feet. Some 
businesses experience a blow to their reputa-
tion, especially when data is leaked, and others 
go out of business entirely (Telus, n.d;).

Despite the growing threat of ransomware, 
small business owners may be unaware of their 
vulnerability, with many failing to employ basic 
cyber security practices. Others may underesti-
mate their likelihood of being victimized, an 
overly confident mindset linked to the failure to 
take appropriate preventative measures (Bek-
kers, Van ‘T Hoff-de Goede, Misana-ter Huurne, 
Van Houten, Spithoven, & Leukfeldt, 2023; De 
Kimpe, Walrave, Verdegem & Ponnet, 2022). In 
many cases, business owners are aware of the 
impact of ransomware, but they do not feel 
that their business are a lucrative enough tar-
get for ransomware attackers. However, almost 
every business nowadays requires IT infra-
structure to run their business, and the lack of 
proper cybersecurity preparation and incident 
response policies may make operations com-
plicated when they face a ransomware attack. 

Therefore, it is important for entrepreneurs to 
be aware of the risks of ransomware attacks 
and take appropriate measures to protect their 
businesses. 

The Canadian government provides a range of 
resources and guidelines for small businesses 
seeking to mitigate ransomware, such as the 
Ransomware Playbook provided on the Can-
adian center for cyber security website (Can-
adian Centre for Cyber Security, 2021; Ransom-
ware Playbook, 2021). Beyond these guidelines, 
however, there is a scarcity of available infor-
mation nor regulations specifically focused on 
the risks of ransomware for small businesses. 
Furthermore, while most of the resources are 
freely available, additional steps are required 
to actively inform the business owners about 
them to help form a better cybersecurity hy-
giene. As small businesses are the backbone 
of our economy, we argue that it is crucial for 
the government to take a more proactive role 
in protecting small businesses who may other-
wise lack the resources, technical abilities, and 
education required to contend with the com-
plex criminal threat that is ransomware. 

The purpose of this section of the report is to 
provide an overview of the existing regulatory 
bodies in Canada related to ransomware (Sec-
tion 3.2). Based on our exploration of the re-
lated literature and cooperation with the part-
ners, we detail three recommendations to be 
considered when forming future regulations 
and how they relate to existing regulations 
(Section 3.4). Finally, we highlight the challen-
ges in the adoption of regulations and discuss 
some possible regulatory actions to support 
the adoption of our recommendations (Section 
3.5).
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Our research reveals how data encryption, 
regular data backups, and Security Education 
and Training Awareness (SETA) can help small 
businesses form a solid cybersecurity strategy 
against ransomware. In doing so, we high-
light technical and legal challenges, and dive 
beyond formal regulations to discuss how 
cyber-insurance and initiatives such as bank 
loans for small businesses could be leveraged 
along with regulatory actions to support the 
adoption ransomware-resilient practices in 
Canada.

3.2 Existing Regulatory 

Frameworks in Canada

Cybersecurity law is a legal framework that 
aims to protect individual rights and privacy, 
economic interests, and national security by 
promoting the confidentiality, integrity, and 
availability of public and private informa-
tion, systems, and networks (Kosseff, 2017). 
It includes both hard and soft measures to 
compel and advise individuals, companies, 
and organizations to safeguard their IT infra-
structures, information technology, computer 
systems, networks, and data against various 
cyber threats such as unauthorized access.

Cyber security laws in Canada include various 
legislative and regulatory frameworks. While 
various federal and provincial laws address 
cyber security such as the Criminal Code of 
Canada, the Privacy Act, the Access to Infor-
mation Act, the Personal Information Protec-
tion and Electronic Documents Act, Canada’s 
Anti-Spam Law (CASL), and the proposed Bill 
C-26, only two of them directly impose obli-
gations on businesses. In addition, there are 
various public and private centers and organ-

izations that are involved in overseeing and 
enforcing cyber security regulations.

In order to mitigate cyber risks (i.e., take pre-
ventive measures) and their potential finan-
cial and legal consequences,  organizations 
and business entities operating in Canada 
must have a proper understanding of relevant 
regulations and legal obligations.

In this section, we provide a brief overview 
of the evolving landscape of Canadian cyber 
law. Having a comprehensive understanding 
of this law subsequently enables organiza-
tions and business entities to develop their 
approach to cyber risk management and im-
plement necessary preventive and recovery 
plans for cyber-attacks. 

3.2.1 Hard Regulations

Hard law are legally binding obligations that 
are clearly defined or can be made defined 
through legal proceedings or the issuance of 
detailed regulation (Summer, 2000).

Although there are various definitions of hard 
law, the existing literature in this field has a 
consensus that hard law represents rules 
that have a binding nature. Such laws impose 
binding obligations on individuals and enti-
ties under their strict legal jurisdiction, and 
violation or failure to comply with those bind-
ing obligations, may result in fines or penal-
ties (Zajc, 2016).

3.2.1.1 Bill C-26: An Act Respecting Cyber 

Security (ARCS)

As cyber-attacks such as ransomware repre-
sent a continuing threat to Canada’s security 
and economic well-being, the Canadian gov-
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ernment introduced Bill C-26 on June 14, 2022. 
This bill aims to implement substantial cyber-
security requirements for federally regulated 
industries and introduce new national security 
mandates for the telecommunications sector. 
The proposed Bill aims to create a framework 
regulate the security of critical infrastructure 
in Canada and strengthen the oversight of 
telecommunications security. 

Bill C-26 consists of two main sections. The first 
section sets out to amend the Communica-
tions Act by focusing on the security of Can-
ada’s telecommunications systems, while the 
second section tries to enact the Critical Cyber 
Systems Protection Act (CCSPA). The CCSPA 
establishes comprehensive regulatory frame-
works to protect critical cyber infrastructure 
systems that are vital to national and public 
security. This Act would apply to operators that 
provide critical services such as telecommuni-
cations, energy, finance transport and banking, 
requiring them to develop a “cyber security 
program” within 90 days that takes the follow-
ing five steps:

“(a) identify and manage any organizational 
cyber security risks, including risks associated 
with the designated operator’s supply chain 
and its use of third-party products and servi-
ces;

(b) protect its critical cyber systems from being 
compromised;

(c) detect any cyber security incidents affect-
ing, or having the potential to affect, its critical 
cyber systems;

(d) minimize the impact of cyber security inci-
dents affecting critical cyber systems; and

(e) do anything that is prescribed by the regu-
lations.”

(Bill C-26, 2021, c9-1) 

The operators are also required to report cyber 
incidents to the Communications Security Es-
tablishment (CSE) and follow mitigation rec-
ommendations provided by the CSE.

3.2.1.2 The Personal Information Pro-

tection and Electronic Documents Act 

(PIPEDA)

The Personal Information Protection and Elec-
tronic Documents Act (PIPEDA) is the federal 
privacy legislation for private-sector organiza-
tions including all businesses (large, medium-
sized, and small businesses) in Canada. It es-
tablishes guidelines for how businesses must 
handle personal information during their com-
mercial activities. 

Even though PIPEDA may not be classified as a 
cyber security law, many of the challenges for 
cyber security are at the same time challenges 
for privacy and data protection. As businesses 
try to collect vast amounts of their customers’ 
data to develop their operations and adapt 
to new technologies, the collected personal 
data and information may be exposed to cyber 
threats such as unauthorized access and pose 
risks to both privacy and security. 

Organizations or businesses subject to PIPEDA 
are expected to adequately safeguard their cli-
ents’ data and personal information. They are 
required to prevent any unauthorized use, ac-
cess, or disclosure as may result from ransom-
ware attacks. 

An important aspect of PIPEDA is Principle 
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7 — Safeguards, which requires businesses 
to deploy appropriate “security measures” 
for example, by “the use of passwords and 
encryption” in order to “protect all personal 
information (regardless of how it is stored) 
against loss, theft, or any unauthorized ac-
cess, disclosure, copying, use or modification” 
(PIPEDA, 2000, C-4.7). 

The main point here is that PIPEDA does not 
provide specific security measures to safe-
guard personal data, instead, it assigns this 
responsibility to the organization or busi-
nesses subject to the law, requiring them to 
develop and implement a security policy to 
protect personal information and use appro-
priate security measures to provide the ne-
cessary protection.[1] 

3.2.2  Soft Regulations

Emerging technologies such as artificial in-
telligence, Internet of Things, blockchain, 
digital currencies, and others present a set 
of challenges and risks that are quite com-
plex which make it very hard for traditional 
legal and regulatory systems to keep up with 
of rapid advancements in those technologies. 
One of the approaches that has been recent-
ly proposed to address the challenges raised 
by new technologies suggest the adoption of 
soft laws. Soft law expresses requirements, 
recommendations, provisions, and guidelines 
that are not directly enforceable by govern-
ment regulators or the judicial system. It may 
include private standards, codes of conduct, 
certification programs, principles, guidelines, 
and voluntary initiative, which can be quick-
ly adopted, updated or revised without the 
complexities of adopting traditional hard laws 
(Marchant, 2020).

This section provides an overview of the 
main organizations and centers involved in 
addressing cyber-crimes and provide relat-
ed guidance. The Canadian government es-
tablished various centers and departments 
in order to enhance cyber security among 
small and medium-sized businesses within 
the country and safeguard them against cyber 
threats while increasing public trust in the 
digital economy. These centers provide rec-
ommendations and guidelines (soft law) in 
four main areas: 

 � Public awareness;

 � Professional advice and guidance;

 � Cybercrime and fraud reporting systems;

 � Cybersecurity training and certification 
programs.

3.2.2.1 The Canadian Centre for Cyber Sec-

urity

The Cyber Centre is an open and collaborative 
initiative under the Canada’s National Cyber 
Security Strategy which is currently part of 
the Communications Security Establishment 
(CSE). As Canada’s professional authority on 
cyber security, the centre cooperates with dif-
ferent public and private organizations such 
as federal and provincial departments, muni-
cipalities, critical infrastructures, academ-
ics, banks and Canadian businesses to offer 
cybersecurity related services. (https://www.
cyber.gc.ca/en ). The centre works to increase 
the country’s cybersecurity capacity by devel-
oping and sharing specialized cyber defence 
technologies and tools as well as providing 
guidance and awareness, such as through 
the “Get Cyber Safe” Campaign. (https://www.
getcybersafe.gc.ca/en )

https://www.cyber.gc.ca/en
https://www.cyber.gc.ca/en
https://www.getcybersafe.gc.ca/en
https://www.getcybersafe.gc.ca/en
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With regards to ransomware specifically,  the 
center has developed professional cybersecur-
ity advice and guidance that focuses on this 
issue and is tailored to small and medium-
sized businesses. This documentation is freely 
available online and includes the documents 
noted in the table below.

In particular, the Ransomware Playbook, pro-
vides detailed information on Ransomware, 
the attacker’s motivation, and outlines the 
measures that businesses may take to pre-
vent cyber-attacks. It also proposes strategies 
to protect the businesses’ data and systems 
against the impacts of cyber-attacks. 

As a baseline cybersecurity recommendation, 
the Center advises that small and medium-
sized businesses comply with “IT security risk 
management: A lifecycle approach (ITSG-33)” 
to increase their cyber resilience against cyber 
threats and incidents. The ITSG-33 is the Can-
adian equivalent of the NIST Cyber Security 
Framework or ISO/IEC 27001:2013 and accord-
ingly provides a comprehensive set of recom-
mendations, guidance, and security controls at 
the technical, operational, and management 

levels of a business. These measures can help 
companies and organizations to manage their 
cyber security risks more effectively.

3.2.2.2 The National Cybercrime Coordina-

tion Unit (NC3)

The National Cybercrime Coordination Unit 
(NC3) was established as mandated in Can-
ada’s National Cyber Security Strategy and the 
RCMP Cybercrime Strategy. The NC3 works with 
various public and private sectors to help them 
mitigate the risks and impacts of cybercrime 
threats and potential victimization throughout 
the country. It mostly focuses on cybercrime 
investigations in Canada, provides investigative 
advice, guidance and actionable cybercrime in-
telligence for Canadian police (Government of 
Canada, 2020).

One of the interesting initiatives of the NC3 is 
to implement a new and publicly accessible 
national cybercrime reporting system with the 
Canadian Anti-Fraud Centre (CAFC). This system 
not only makes cybercrime and fraud reporting 
process much easier and simple for individuals 
and businesses (victims or witnesses of cyber-

Resource Title Resource Link
Baseline cyber security controls for small and 
medium organizations

https://www.cyber.gc.ca/en/guidance/base-
line-cyber-security-controls-small-and-medi-
um-organizations

Top measures to enhance cyber security for 
small and medium organizations (ITSAP.10.035)

https://www.cyber.gc .ca/en/guidance/
top-measures-enhance-cyber-secur i-
ty-small-and-medium-organizations-it-
sap10035)

Get Cyber Safe Guide for Small and Medium 
Businesses

https://www.getcybersafe.gc.ca/en/resourc-
es/get-cyber-safe-guide-small-and-medium-
businesses)

Table 1 -  Canadian Federal Government Cybersecurity Guidance for SMEs

https://www.cyber.gc.ca/en/guidance/baseline-cyber-security-controls-small-and-medium-organizations
https://www.cyber.gc.ca/en/guidance/baseline-cyber-security-controls-small-and-medium-organizations
https://www.cyber.gc.ca/en/guidance/baseline-cyber-security-controls-small-and-medium-organizations
https://www.cyber.gc.ca/en/guidance/top-measures-enhance-cyber-security-small-and-medium-organizations-itsap10035
https://www.cyber.gc.ca/en/guidance/top-measures-enhance-cyber-security-small-and-medium-organizations-itsap10035
https://www.cyber.gc.ca/en/guidance/top-measures-enhance-cyber-security-small-and-medium-organizations-itsap10035
https://www.cyber.gc.ca/en/guidance/top-measures-enhance-cyber-security-small-and-medium-organizations-itsap10035
https://www.getcybersafe.gc.ca/en/resources/get-cyber-safe-guide-small-and-medium-businesses
https://www.getcybersafe.gc.ca/en/resources/get-cyber-safe-guide-small-and-medium-businesses
https://www.getcybersafe.gc.ca/en/resources/get-cyber-safe-guide-small-and-medium-businesses
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crimes and frauds), but also allows police and 
law enforcement to better understand the 
constantly changing cyber threat landscape. 

3.2.2.3 CyberSecure Canada

Cybersecure Canada is a cybersecurity pro-
gram developed and led by Innovation, Sci-
ence and Economic Development Canada 
(ISED) and the Communications Security Es-
tablishment (CSE). It provides a voluntary 
cybersecurity certification program for small 
and medium sized businesses. This program 
includes a free self-paced eLearning series 
which is designed to help businesses improve 
their cybersecurity knowledge and learn how 
to implement necessary and basic cybersecur-
ity practices in order to prevent cyberattacks 
against their systems and IT infrastructure 
without the need to hire IT technicians.

3.3 Recommendations for 

Future Regulations

Following the evolution and growth of ran-
somware attacks in the last few years, it is not 
hard to imagine a future where ransomware 
becomes big enough of a threat to society at 
large that organizations need to be regulat-
ed. Based on our exploration of the existing 
literature and information exchanges with 
government, academic, and industry partners, 
we suggest three recommendations to reduce 
the impact of a ransomware attack and assess 
their feasibility.

3.3.1 Recommendation 1: Having 

a Good Backup Policy

The goal of ransomware attacks has tradition-

ally focused on preventing the victims from 
accessing their systems. The permanent loss 
of files is one of the most significant aspects 
of ransomware victimization, as it may take 
a small organization months to recover. This 
even pertains to organizations who decide to 
pay a ransom to the threat actor in exchange 
for decryption keys, as it is not uncommon for 
threat actors to not provide decryption keys 
despite being paid (Canadian Centre for Cyber, 
2019). An analysis of businesses who were vic-
timized by ransomware found that a lack of 
backups devastated some companies (Yuryna 
Connolly & Borrion, 2022). For example, one 
SME in the IT sector that was faced with a ran-
som demand that they elected to pay but did 
not have the immediate capital to afford and 
they were not given the opportunity to nego-
tiate. The organization did not have their files 
backed up, and since they could not decrypt 
their files, they went bankrupt (Yuryna Con-
nolly & Borrion, 2022). 

Safely and correctly backing up important 
documents such as financial records, creative 
files, and copyright materials can help small 
businesses restore their operations after an 
attack. Having a system backup allows the vic-
timized organizations to roll the changes back 
to the time that the backup was made, which 
if it is before the commencement of the attack 
is enough to remove the ransomware and re-
store the system with its files. A file backup 
of critical data for the organization, on the 
other hand, creates a copy of individual data 
files, allowing targeted restoration of files and 
is useful to regain access to the unencrypted 
data when a ransomware attack targets 
specific files of folders for encryption. The two 
methods come with their own sets of bene-
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fits and drawbacks. However, regardless of the 
type, backups are known to be the one of the 
most effective strategies against ransomware 
attacks that demand a ransom in exchange of 
system or data access and is suggested by the 
ransomware Playbook (Canadian Centre for 
Cyber Security, 2021). 

The Canadian Centre for cyber security pro-
vides comprehensive advice for small busi-
nesses to avoid prevent and recover from ran-
somware attacks (Canadian Centre for Cyber 
Security, 2021). The guide highlights the 3 ways 
in which a corporation can backup their files: 
full, differential, and incremental. A full back-
up is the most expensive and time-consuming 
option, but it creates a complete copy of all 
data. A differential backup only creates a copy 
of data that has changed since the last full 
backup. Incremental backups only store the 
data that has changed since the last full or dif-
ferential backup, and each increment is saved 
as an incremental volume. The document also 
recommended ‘deduplicating’ data to reduce 
costs and ensure efficient backup and storage. 
Furthermore, their guide highlights the 3 meth-
ods an organization can use to store their back-
ups: namely onsite, offsite, and cloud based. 
Onsite backups are stored within the physical 
space of organizations and are convenient and 
time-efficient, but they may still be vulner-
able to data loss if your facility is affected by 
a physical disaster, such as a fire or flood. Off-
site backups are stored in a separate location 
and can help prevent data loss but require or-
ganizations to trust a 3rd party vendor to safely 
store their precious data. Finally, cloud-based 
backups are stored on a remote server and can 
be beneficial in many ways, including freeing 
up resources for your organization and offering 

enhanced security features. They specifically 
recommend opting for offline backups instead 
of online, as they are disconnected from the 
internet and therefore offer greater protection 
against a ransomware attack (Canadian Centre 
for Cyber Security, 2021).

3.3.1.1 Feasibility

While having regular backups so that we can 
recover our files in the event of a ransomware 
attack sounds like a great idea, it may not be as 
simple in practice. There are many aspects to 
consider to ensure backups are effective.  

Ensuring that backups are scheduled proper-
ly and are being done regularly is challenging. 
Most organizations would use backup software 
to automatically backup system data. However, 
it is important to clearly assign the respons-
ibility of backup administration (or the role 
of backup administrator) to ensure that the 
backups are being effectively generated to the 
schedule. Organizations can specify in their or-
ganizational policy how frequently they back-
up their data. Given the constraints of small 
businesses, we suggest that they consider per-
forming a file backup for their critical data at 
least monthly and they perform a full system 
backup at least quarterly.

Completed backups must also be checked to 
ensure they are reliable as the backup pro-
cess can fail. If the end product is not checked 
properly, the organization can end up with a 
corrupted version of the backup that is im-
possible to recover any data from. Even if the 
backups themselves are fine, the backup res-
toration system can fail to restore the data. 
Automatic backups can also end up getting 
encrypted by ransomware when not monitored 
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properly. If the ransomware persists within 
the system and a scheduled backup is done, 
the backup may contain partially or complete-
ly encrypted datasets. In this case, recovering 
data from the backup becomes ineffective as 
an organization will only be able to recover 
the encrypted data. Thus, completed backups 
should be regularly tested by the backup ad-
ministrator, or person assigned this respons-
ibility to ensure that usable files are able to 
be restored. This process involves the regular 
restoration and access of a backed up file and 
system to ensure the systems are operating 
effectively. 

Backup storage that is physically connected 
or connected through a local network connec-
tion, can compromised during a ransomware 
attack, as the malware maybe about to propa-
gate to them. Isolated or air-gapped back-
ups (Perot, 2019) refer to offsite backups that 
cannot to targeted by remote cyberattacks as 
they are physically detached from the system 
(i.e. there is an air gap between their ports 
and the system). While this type of backup is 
typically less accessible, it acts as a last line 
of defense against targeted and organized 
ransomware attacks. Therefore, having two 
copies of backups (one isolated) is vital so 
that the organization retains at least one copy 
of the data and lessens the possibilities of 
ransomware propagation or backup hunting, 
where the attacker targets the backup data 
first for deletion before revealing the exist-
ence of the ransomware. The traditional 3-2-1 
rule of backups (Malecki, 2021) which suggests 
that businesses keep at least three backup 
copies of their data, two onsite on separate 
media, and one backup copy kept offsite (iso-
lated backup) is a practice that offers this air 

gapping protection along with additional pro-
tection against physical threats to the media 
(e.g. theft, flood, fire). 

Prioritizing critical data becomes more and 
more important as the system grows in size. 
The size of the backup increases with the in-
crease in the amount of data that the organ-
ization deals with, making the backup process 
more time-consuming. Hence, it becomes very 
important to determine what data is essen-
tial for the organization to continue its regular 
operations, label it as critical data, and at the 
very least keep multiple copies of backup of 
that portion of the data. As an additional lay-
er of protection, following privacy by design 
principles will reduce the amount of critical 
data that needs to be stored while offering 
additional protection from data exfiltration or 
data breach type incidents. 

The organizational policy should include 
the above considerations about what data 
is critical for the system, what tool (e.g., a 
third-party application) would be used for the 
backup, and the frequency of scheduled back-
ups. The policy should also include human 
considerations to ensure that backups are 
performed correctly. This includes assigning 
responsibility for backup administration as 
well as ensuring that the person or persons 
have the capacities and resources required 
for the task. For small businesses, if they lack 
the technical expertise, they might require 
third-party services or and additional person-
nel for performing and checking the backups. 
Additionally, how many copies of backups to 
make, where to keep the copies (e.g., onsite 
or offsite, in the cloud or in a physical hard 
drive), and who keeps the backups (e.g., the 
business owner) are also essential consider-
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ations. Policies for the safe management of 
these backups are important to ensure not 
only that the backups are effective in reducing 
the harm of ransomware, but also to ensure 
that the backups themselves do not become 
a burden or a source of harm to the business 
(e.g., if they are not disposed of safely or are 
misplaced). 

3.3.1.2 Relations to existing regulations

All the three documents developed by the 
Canadian Centre for Cyber Security (includ-
ing Baseline cyber security controls for small 
and medium organizations, Get Cyber Safe 
Guide for Small and Medium Businesses and 
ITSAP.10.035) advise small and medium-sized 
business to:

 � Back up regularly all essential business 
information to an external secure loca-
tion.

 � Store back-ups in a secure, encrypted 
state.

 � Have clear procedures on how to restore 
data from backups.

 � Test backups regularly.

 � Another document that provides de-
tailed information specifically on bak-
ing-up data is the document titled “Tips 
for backing up your information (IT-
SAP.40.002)” developed by the Canadian 
Centre for Cyber Security. ((Canadian 
Centre for Cybersecurity, n.d.))

3.3.2 Recommendation 2: Encryp-

tion of critical data at rest

The evolution of Ransomware attacks have re-
sulting many offenders employing a multiple 
extortion scheme (Payne & Mienie, 2021). Even 
after a ransom has been paid and the attacker 
provides the decryption keys to the organiza-
tion to recover their files and resume regular 
business operations, another threat remains. If 
the attackers have managed to exfiltrate sensi-
tive data (e.g., customer credentials, or patient 
health information), they may then extort an-
other ransom payment by threatening to dis-
close that data to the competitors, media, or the 
general public (Whitwam, 2019). An example of 
this form of ransomware attack on can be seen 
in the case of BMO and Simplii in 2018, where 
the attackers threatened to reveal customer 
names, account numbers, passwords, security 
questions and answers, as well as extremely 
sensitive information such as social insurance 
numbers and account balances (Evans, 2018). 
The Canadian postal operator Canada Post was 
also hit by a ransomware in May of 2021, where 
the ransomware data exfiltration of shipping 
manifest data included sender and receiver 
contact information, names, and mailing ad-
dresses for over 950,000 receiving customers 
was used to extort payment (Abrams, 2021). 
Some criminal organizations have decided to 
focus completely on this aspect of ransomware 
and forget about encrypting the data altogeth-
er, and this trend is only expected to continue 
(Li & Liao, 2022). Therefore, it is not enough to 
have only a backup of the critical system data 
to mitigate the impacts of ransomware.

Having proper cryptographic measures in place 
(i.e. strong encryption) is a common and mature 
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approach to reduce the threat of attackers ex-
filtrating the data and threatening to leak it 
(Ullah et al., 2018). When the critical data with-
in a system is encrypted at rest (i.e., when it is 
stored), it reduces the value of any exfiltrated 
data to the attacker. On a similar note, leak-
ing the data no longer poses a threat since 
no one will be able to read that data. Thus, 
having a strong encryption scheme can go a 
long way in preparing an organization for a 
future ransomware attack. Additionally, it can 
make many other cyberattacks less-effective, 
especially those whose primary impact is the 
breach and disclosure of data.

3.3.2.1 Feasibility

From the organization’s perspective, the rec-
ommendation to encrypt the data at rest may 
impose some additional burdens on the firm. 
For example, users of the system (e.g., em-
ployees) will need to provide a password to 
access any encrypted data. For example, in a 
Windows system, the users can use BitLock-
er Drive Encryption to encrypt the data. The 
system will then ask for a password and the 
associated key to decrypt and access the files. 
This also leads to other cybersecurity issues 
related to creating, remembering, and safe-
keeping of passwords in general. In environ-
ments where urgency weighs more than sec-
urity considerations (e.g., hospitals), the users 
of the system (e.g., doctors and nurses) may 
use shared devices or reject ‘slow’ authenti-
cation procedures, further complicating the 
situation. 

The choice of an encryption scheme becomes 
extremely important when the future capabil-
ities of quantum computers are considered. 
While organizations need to choose a strong 

encryption scheme, ideally it should also be 
quantum-safe, i.e., it does not collapse under 
the enhanced searching and factoring capabil-
ities of quantum computers. This is important 
as data that is exfiltrated and made public 
could be stored by criminals or other mali-
cious actors waiting for the encryption to be-
come vulnerable by means of quantum com-
puters in the future. The advanced encryption 
standard (AES) is regarded as a quantum-safe 
scheme (Wang et al., 2021), and AES-128 (key 
size of 128), AES-192, or AES-256 can provide 
strong encryption while still being reasonably 
fast in performance (Nadeem & Javed, 2005). 
There is also some performance overhead 
that should be considered when encryption 
is added to the regular system processes. 
Encryption of large amounts of data can im-
pact system performance and encrypting the 
data both at rest and during transmission can 
be very expensive in terms of performance. 
Therefore, we suggest that the organizations 
at least encrypt the data at rest to build one 
layer of defense against ransomware.

The system encryption keys need to be 
securely stored and isolated from the nor-
mal system data, so that the attackers do 
not get them during the data exfiltration pro-
cess. Therefore, there needs to be isolation in 
terms of the system storage and the organiz-
ation’s IT architecture may not be a suitable 
platform for that. One option is to use an USB 
flash drive to isolate the keys from the system 
storage, and that adds the burden of carrying 
the USB drive and keeping it safe to access 
the system. The use of a third-party external 
encryption system such as Microsoft’s Azure 
key vault or Google’s cloud key management 
can help keep the encryption keys secret in 
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the cloud.

There is some management overhead in in-
volving encryption in the organizational struc-
ture. Not all organizations have the technical 
expertise readily available to encrypt their en-
tire database and/or parts of it that contain 
more critical data. Organizations may lack the 
policies to determine what parts of the data 
is considered critical, and whether it is critical 
ethically (e.g., important to the customers) or 
for business continuity. The organization may 
have to hire a, external security service or pur-
chase automated tools. This can also become 
quite expensive and not all organizations, es-
pecially smaller organizations, may have the 
budget allocated to support it.

This approach only reduces the threat of dis-
closure of data and is not enough to prevent 
the attacker from asking for a ransom on its 
own. For example, the attacker can still encrypt 
the system database on top of the system en-
cryption (double encryption) and make the 
system unusable. The organization will need to 
decrypt the outer layer of encryption done by 
the ransomware attacker, and the keys needed 
can only be gained by paying a ransom to the 
attacker. However, having a scheduled backup 
policy in collaboration with the encryption of 
critical data can greatly help mitigate the two 
most consequential aspects of ransomware.

It must be noted that while encryption does 
reduce the risk from data exfiltrated from 
the system, it does not guarantee that sensi-
tive data will not be compromised. In order to 
be useful, system data must be accessible to 
legitimate users of the system,  Consequent-
ly , techniques such as remote access Trojans 
(RAT) can covertly view and modify user files 

and functionalities, bypassing the encryption 
algorithms altogether (Kara & Aydos, 2019)
these now have turned into attacks that de-
mand ransom or steal user’s information. Mal-
ware designed for these purposes cause losses 
of reputation, customer and market loss prob-
lems in addition to user’s financial losses.

3.3.2.2 Relations to existing regulations

Under PIPEDA, businesses are responsible to 
use appropriate security safeguard measures 
to protect personal information against loss, 
theft, or any unauthorized access, disclosure, 
copying, use or modification which obviously 
includes the case of cyber-attacks like ransom-
ware. 

PIPEDA does not provide specific security 
measures to safeguard personal data, instead, 
it assigns this responsibility to the organiza-
tion or businesses subject to the law, requir-
ing them to develop and implement a security 
policy to protect personal information and use 
appropriate security measures to provide the 
necessary protection 

Under PIPEDA, businesses are required to:

 � Report to the Privacy Commissioner of 
Canada breaches of security safeguards 
involving personal information that pose 
a real risk of significant harm to individ-
uals; 

 � Notify affected individuals about those 
breaches; and 

 � Keep records of all breaches.

While issues regarding Ransomware may not 
seem directly related to PIPEDA, this may not be 
precisely true. The first ransom following a ran-
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somware attack is demanded in exchange for 
restored system and data availability. Many at-
tackers often follow up with a data disclosure 
threat, where they threaten to disclose previ-
ously exfiltrated sensitive data (e.g., customer 
name, passwords, location, social insurance 
number, and credit card credentials). In other 
cases, this malicious action is followed by a 
threat to sell the data to interested parties 
(e.g., associates, competitors, nation states). 
The fact that the possibility exists for sensi-
tive data to be already exfiltrated whenever a 
ransomware attack first occurs is enough for it 
to be considered a possible data breach. Ran-
somware attacks should be reported to law 
enforcement agencies and like the Canadian 
Centre for Cyber Security and failure to report 
that to the Office of the Privacy Commission-
er of Canada (OPC) and affected individuals 
or businesses may be subject to court action, 
regulatory compliance audits initiated by OPC 
based on victim complaints, and public dis-
closures that can harm their organizational 
reputation (TELUS Business, n.d.).

3.3.3 Recommendation 3: Secur-

ity Education and Training Aware-

ness (SETA)

Ransomware cannot be studied in complete 
isolation from other forms of cybercrime, as 
various activities, namely phishing, are often 
intertwined in the process of a ransomware 
attack. 

Threat actors deploy ransomware on a cor-
poration’s computer or servers) using access 
gained via phishing emails that direct the re-
cipient to  infected websites or to download 
compromised files (Mitre, n.d). Unsuspecting 

businesses and employees receive these 
emails, unaware of the malicious content, 
leading to the entire organization falling vic-
tim to the ransomware attack. In recent years, 
threat actors have honed their tactics, utiliz-
ing sophisticated and unique forms of phish-
ing that are particularly challenging to de-
tect, such as spear phishing, which involves 
personally targeted individuals receiving 
well-crafted and contextually relevant messa-
ges (Jampen et al., 2020) Incidents such as the 
WannaCry Ransomware attack illustrate how 
phishing presents legitimate threat to sys-
tems around the world. 

Given the prevalence of phishing and ransom-
ware attacks, it is evident that small business-
es need to address the risks posed to their 
operations. The research presented in the fol-
lowing section underscores the importance of 
enhancing the average computer user’s abil-
ity to identify suspicious emails, especially 
in professional environments, where a single 
malicious file downloaded on one computer 
can jeopardize an entire system. Human be-
haviour plays a significant role in combating 
phishing attempts, making it a crucial protect-
ive measure against ransomware. (Jampen et 
al., 2020)

3.3.3.1 Recommendations 

With Canada witnessing a significant increase 
in ransomware attacks (Canadian Centre for 
Cybersecurity [CCCS], 2021) ,small businesses 
must take proactive measures to safeguard 
themselves from financial ruin and reputa-
tional damage resulting from victimization 
(Ransomware Playbook, 2021; CCCS, 2021). An 
essential challenge in addressing phishing is 
the lack of awareness among users. Many indi-
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viduals remain unaware of how to spot signs of 
scams and attacks, rendering them vulnerable 
to phishing and social engineering attempts. 
While small businesses may not be able to im-
plement expensive and complex security sys-
tems, they can prioritize completing basic Sec-
urity Education Training and Awareness (SETA). 
This training could drastically reduce their risk 
by limiting the impact of ransomware threats 
leveraging phishing to gain initial access to 
systems. 

Although relevant government bodies have 
developed cohesive, practical, and cost-effect-
ive best practices, this information is general-
ly posted this information online rather than 
being directly distributed to small businesses. 
Our policy recommendation is to use alterna-
tive mechanisms to distribute the already de-
veloped resources so that they reach the busi-
nesses that do not have a  technology focus and 
consequently likely do not seek operations ad-
vice online. This group may well represent the 
greatest opportunity for risk reduction as they 
would be the most likely to benefit from low-
cost changes to their operations. In particular 
we would recommend a focus on distributing 
the following resources to businesses while 

also implementing evidence-based alterations 
and improvements to the current resources:

3.3.3.1.1 The Ransomware Playbook

The effectiveness of the ransomware Playbook 
resource might be limited due to its lack of dis-
tribution, resulting in small business owners 
not being adequately reached. To address this 
issue, we propose that the CCCS takes proactive 
steps to directly send these materials to small 
business owners via email or mail, with spe-
cial attention given to those with fewer than 
10 employees who may lack dedicated IT staff 
and cybersecurity practices. Furthermore, the 
CCCS should focus on distributing an annually 
updated resource package to small businesses, 
offering concise and practical advice on pre-
venting and mitigating the impacts of ransom-
ware.

In order to drive change in the workplace ef-
fectively, the CCCS must convince business 
owners that adopting best practices to protect 
against ransomware is not only in their best in-
terest but also essential for the survival of their 
businesses. While recent data from the govern-
ment of Canada shows that many businesses 
have taken steps to prevent ransomware, there 

Case study: The WannaCry Ransomware Attack:

The WannaCry ransomware wreaked havoc in May 2017, infecting over 200,000 computers across 150 countries 
and targeting various institutions, including government agencies, hospitals, businesses, and educational 
institutions. This widespread attack caused an estimated $4 billion in damages worldwide. The WannaCry ran-
somware infected computers via phishing emails that contained malicious attachments or links. The emails 
were designed to look like legitimate messages from trusted sources, such as banks or government agencies, 
and often included a sense of urgency to encourage users to open the attachment or click on the link. Once 
the user clicked on the attachment or link, the ransomware was downloaded and executed on the user’s com-
puter, encrypting their files and demanding a ransom payment in exchange for the decryption key. This case 
highlights the incredible risk that momentary error in a business setting can have devastating impacts on an 
entire enterprise (Herrera Silva , Barona López, Valdivieso Caraguay, & Hernández-Álvarez, 2019).
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is still a need to encourage and support small 
and under-equipped enterprises to embrace 
a more cyber-aware workplace. Some find-
ings shed light on flawed thinking that may be 
prevalent in small businesses:

Research indicates that business owners may 
overrate their ability to detect and respond to 
cyber threats, making them more vulnerable 
to ransomware attacks. Studies conducted in 
the Netherlands suggest that entrepreneurs 
do not perceive their businesses to be at high 
risk of victimization, an optimistic bias that 
hampers the implementation of self-protect-
ive behaviours and a proper understanding 
of ransomware risks. Additionally, entrepre-
neurs may overestimate the effectiveness 
of their current security measures and their 
own ability to safeguard their companies. This 
overconfidence bias creates a false sense of 
security and prevents them from identifying 
gaps in their cybersecurity measures (Bekkers 
et al., 2023).

Similar findings in research on individuals 
(i.e., not just business owners) indicates that 
those who are overly optimistic about their 
online safety are less likely to take proactive 
measures to protect themselves and are more 
prone to engaging in risky online behaviour 
(De Kimpe et al., 2022). These insights under-
score the need for better education on the 
risks of online threats, particularly ransom-
ware, and emphasize the importance of busi-
ness owners critically evaluating their own 
biases and awareness of cybercrime, as well 
as the biases of their employees. Therefore, 
as the CCCS addresses the growing risks of 
ransomware for small businesses, it is vital to 
consider and address potentially flawed risk 
perceptions among owners and employees 

and enhance their cyber threat awareness.

3.3.3.1.2 Get Cyber Safe

The Canada Center for Cyber Security Website 
offers valuable resources aimed at educat-
ing both business owners and citizens about 
common cybersecurity issues. Of particu-
lar relevance to ransomware, they provide 
information on recognizing the red flags of 
phishing, social engineering, malware, and 
unsafe websites (Get Cyber Safe, n.d).

Based on the academic literature surround-
ing phishing training, the Get Cyber Safe de-
livery method exhibits several clear strengths, 
along with room for improvement. One nota-
ble strength is the use of graphics and clear 
language, which is a highly effective way of 
delivering information (Bullee & Junger, 2020). 
However, while the Get Cyber Safe training 
materials offer a comprehensive explanation 
of common cyber risks, they may not be as 
robust as designed for training small business 
employees, as indicated by extensive aca-
demic assessments of SETA. To enhance this 
resource, we recommend implementing the 
following improvements:

3.3.3.2 Develop phishing detection train-

ing games

We strongly recommend that the government 
develop a comprehensive range of educa-
tional materials for cybersecurity training, 
integrating gamification elements such as 
games and brief tests. Research has shown 
that incorporating gamification into phishing 
training can reduce vulnerability and enhance 
the effectiveness of the training compared 
to traditional text-based or imagery-based 
methods (Bullee & Junger, 2020).
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Interactive games and quizzes that assess 
users’ ability to detect phishing, followed by 
immediate feedback on their performance, can 
be highly effective. Users who receive feedback 
on their phishing detection skills can better 
reflect on their mistakes and improve their 
understanding of potential threats. Such inter-
active programs tend to yield stronger results 
compared to passive training methods where 
users are not actively engaged in the learning 
process.

In the context of gamification, it is important 
that the training games include real-life ex-
amples of phishing attempts, allowing users 
to practice their skills in realistic scenarios. 
Additionally, training involving the execution of 
tasks with interactive questions and answers 
ensuring active participation can aid in know-
ledge retention. The inclusion of informative 
feedback and explanations for incorrect an-
swers further enhances the learning experi-
ence and reinforces users’ understanding of 
phishing tactics.

3.3.3.3 Distribute Booster trainings on a fre-

quent basis

Research emphasizes the significance of re-
current training sessions in reducing the like-
lihood of falling victim to cyber attacks. While 
the ideal frequency for administering boost-
er sessions may lack consensus, the research 
community generally agrees that multiple 
training sessions over time are more effective 
than a one-time training event. Jampen et al. 
(2020) present a common pitfall in SETA imple-
mentation being training programs as single 
occurrences, leading to infrequent exposure 
to simulated phishing emails and education-
al materials This lack of recurring training 

could result in employee complacency and a 
false sense of security, rendering them more 
susceptible to phishing attacks (Reinheimer, 
Aldag, Mayer, & Mossano, 2020). By providing 
booster training materials to small organiz-
ations, it serves as a regular reminder of the 
constant threat of ransomware victimization 
and strengthens cyber threat awareness.

3.3.3.4 Continuously Improve  Security 

Education and training awareness (SETA) 

to combat spear phishing with Evidence 

Based Practices in mind.

With the threat landscape of ransomware 
constantly evolving, Get Cyber Safe bears 
the responsibility of continuously updating 
their training practices to ensure business-
es and their employees have an up-to-date 
understanding of novel ransomware attack 
techniques. We strongly urge Get Cyber Safe 
to develop a wider selection of training ma-
terials, with a particular focus on combating 
spear-phishing—an effective technique where 
attackers tailor phishing emails for each victim 
based on acquired information. Spear-phishing 
can be challenging to identify as the content is 
often extremely realistic and perfectly tailored 
to the recipient’s experience. Research by 
Jampen et al. (2020) emphasizes the need for 
training programs to include examples that are 
highly relevant to the specific organizations, as 
spear-phishing attacks can differ significantly 
depending on the targeted industry. 

To improve the effectiveness of “Get Cyber Safe” 
materials for small businesses it could include 
industry-specific examples of spear-phishing. 
Tailoring the training content to address the 
unique challenges and vulnerabilities faced by 
different industries will help employees relate 
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better to the scenarios presented and learn 
how to detect and respond to spear-phishing 
attempts that are relevant to their roles.

To ensure the quality and effectiveness of the 
training materials a stronger connection with 
scientific researchers and evidence-based re-
search is essential. Integrating findings from 
academic studies and incorporating best 
practices documented in research will en-
hance the training modules and provide busi-
nesses with the most effective tools to defend 
against ransomware and other cyber threats 
(Jampen et al., 2020; Ransomware Playbook, 
2021; Bullee & Junger, 2020).

In summation, a tripartite strategy that focus-
es on spear-phishing, industry specific materi-
als and evidence-based continual improve-
ment could assist GetCyberSafe in assisting 
Canadian Small businesses. Spear-phishing 
remains a highly effective technique, exploit-
ing individuals’ vulnerabilities with tailored 
emails. By targeting this specific method, we 
address a pervasive and challenging threat 
for organizations across different industries. 
Tailoring training content to industry-specif-
ic challenges enhances the effectiveness of 
learning and response. Incorporating evi-
dence-based research strengthens the quality 
of “Get Cyber Safe” materials, equipping busi-
nesses with more effective tools to defend 
against ransomware and other cyber threats. 
This proactive approach fortifies cyber resili-
ence within small businesses, creating a more 
secure digital environment.

3.3.4 Moving Beyond Formal 

Regulation

Many departments of the federal government 

are concerned about cybersecurity in small 
businesses. (Government of Canada, 2021) 
The federal government is collaborating with 
provinces, territories, and the private sector 
to increase cybersecurity in Canada under the 
National Cyber Security Strategy. 

While both hard law and soft law to increase 
cyber resilience exist on different levels, there 
appears to be a disconnect between recom-
mended best practices for small businesses 
and their actual practices. Hard law, enforced 
through fines, could be an option to increase 
compliance with recommended best practices 
but it does raise questions of who would regu-
late and who would be regulated. While a uni-
versally high level of cybersecurity through-
out Canada must be the goal, provinces and 
territories, as the entity closer to individuals 
and businesses, generally have jurisdiction 
for formally regulating industries within their 
limits. Where federal regulation is possible, 
small businesses might nevertheless struggle 
to fulfil regulatory requirements. With limited 
financial and personal resources and without 
legal department, keeping ahead of laws and 
compliance is understandably a difficult task.

Where formal regulatory approaches are not 
effective, other modes of regulation could 
come in. Besides law and government-issued 
guidelines, small businesses are also impact-
ed by informal “regulation” (Lessig, 2006). 
Lessig identified three non-law systems that 
regulate the behaviour of an individual or 
business: norms, digital and physical infra-
structure and the market. Behaviour shaped 
through norms might result from personal or 
social values. Infrastructure plays its part by 
enabling or restricting behaviours, such as the 
ease or difficulty of using an encryption pro-
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gram Finally the market can influence behav-
iour through differentially valuing the goods 
or services offered and shaping prices. These 
three non-law systems regulate on their own. 
However, Governments can influence them to 
indirectly address a behaviour (Lessig, 2006). 
For example, an advertisement campaign could 
influence social norms, ultimately leading to 
a change in behaviour. On the infrastructure 
side, the configuration of software could en-
courage, discourage, or make technically im-
possible certain behaviour. The government 
can also impact the market through taxes, 
subsidies, and quality standards and thereby 
create certain expectations among market par-
ticipants (Lessig, 2006). Many assume we must 
treat norms, digital and physical infrastructure, 
and the market constraints as a given. How-
ever, governments and businesses (and to cer-
tain extent the individual) can influence these 
informal “regulators” to achieve a higher goal 
(Lessig, 2006). 

3.3.5 Particularities in Small Busi-

ness’s Decision-Making

As small businesses are all participants in vari-
ous market, secure practices can be incentiv-
ized through those markets. At the core of the 
markets power to influence change is the regu-
lating power of price (Levi-Faur, 2011). Among 
two similar products, the consumer will often 
choose the cheaper option. Consumers with 
a heightened awareness of cybersecurity that 
consequently place great value on that secur-
ity could prefer those services or products that 
present cybersecurity as a part of the product, 
such as through a cybersecurity certification. In 
this way, customer preferences could incentiv-
ize secure practices in small businesses. How-

ever, it also appears that not every industry is 
equally affected by consumer awareness. For 
example, a customer be less likely to decide 
on a flower shop based on their cybersecurity 
but based on their bouquet variety and quality. 
However, small businesses operate in multiple 
markets and their profitability is dependent 
on the goods and services they purchase as 
well. Some of these services are insurance and 
banks. It is hard to imagine a legitimate small 
(or large) business without a formal bank ac-
count or without an insurance advisor.

Decision-making in small businesses is often 
centered around the owner or managers, 
(Alahmari & Duncan, 2020). Especially in small 
and family businesses, the founder and owner 
has large influence on all levels of the busi-
ness. Their views and experience will impact 
the decisions they take, and once they set 
their mind on something, they might not eas-
ily be changed in their assumptions (Schein, 
1995). Naturally, the initial owner who starts 
a business is highly interested and skilled in 
the services the business specializes in. How-
ever, unless they are operating a cybersecurity 
business, increasing their knowledge about se-
cure and resilient practices is likely not their 
primary interest. For example, a baker who is 
passionate about providing the best-tasting 
breads and cakes will likely have more in-
terest in spending their working hours bak-
ing bread and cake, researching hygiene best 
practices, and developing new recipes. Even 
if the business is relying on online orders, 
email communication, and online banking, it 
is, understandably, not the primary concern 
of the bakery business. As a business owner, 
they already need to engage in support activ-
ities such as managing the business’s utilities 
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contracts, overseeing payments and financial 
liquidity, and preparing tax declarations. As 
such, the owner usually already holds sever-
al positions within the small business (Alah-
mari & Duncan, 2020),  managing cyber resili-
ence on top of these roles might simply not 
be feasible for them. If an employee, skilled 
in cybersecurity, explains about the import-
ance of secure practices, this might very well 
not reach the owner. However, owners must 
realize that certain partners are irreplaceable, 
such as their insurance provider. In this case, 
their views (or at least actual practices) about 
cybersecurity might be impacted based on 
insurance requirements or conditions. While 
not all owners would be motivated through 
their investment in insurance, there may well 
be other partners that could provide such 
motivation by means of a similar mechanism. 
The following sections therefore suggest that 
Cyber Risk Insurance can be used as a blue-
print for conditions by other partners of small 
businesses.

It is often recommended that awareness about 
cyber resilience must be increased among 
those who access company information sys-
tems and especially among decision-makers 
in businesses (Alahmari & Duncan, 2020). 
But things aren’t as easy as putting business 
owners’ back into the classroom to learn 
about cyber resilience. They might not have 
enough resources to participate in training or 
to give on their skills to their employees. A 
constant requirement for more training can 
also lead to training fatigue.

As in all areas of life, however, the decisions 
by business owners and managers in small 
businesses are not uninfluenced by the out-
side world. While some obvious influence 

can be traced to direct advice by lawyers or 
tax advisors, other influence is more indirect. 
Their decisions can be influenced indirectly, 
among other aspects, by practices and re-
quirements of their competitors, wholesale 
sellers, customers, and insurance companies. 
When a new practice is employed by a com-
petitor, say, extended opening hours, increas-
es their profit or publicity, a small business 
might be inclined to extend opening hours as 
well. Similarly, when the long-term wholesale 
seller a business owner is relying on chan-
ges to only accept a certain type of payment, 
the business owner might be inclined to start 
using this type of payment. And when, for ex-
ample, auto insurance promises beneficial 
rates to those with formal driving lessons, a 
young business owner might be incentivized 
to participate in such formal lessons.

3.3.5.1 Possible Measures to Influence 

Small Business’s Cybersecurity Decisions

This section suggests two ways forward, one 
involving Cyber insurance and the other in-
volving Small Business financing. The process-
es and services related to Cyber Risk Insurance 
such as risk assessments and hotlines, such 
services can increase their clients’ awareness 
of best practices and enhance their resilience. 

Similarly, a cyber threat risk assessment could 
be included as part of the process for loans 
and financing options for small business-
es. Beside improved cybersecurity practices 
among business clients, this approach might 
further decrease the risk of defaulting on a 
loan due to the impacts of a ransomware 
attack. Here, the federal government could 
include such risk assessments and other re-
sources into the Canadian Small Business Fi-
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nancing Program.

3.3.5.1.1 Cyber Risk Insurance

Lawrence Lessig (2006) presents regulation 
through the analougous case of the  options 
by which the government can increase the 
number of car passengers wearing seatbelts. 
Apart from threatening punishment and public 
education campaigns, the more traditional way 
of regulation, governments could require cars 
to be built with automatic seatbelts, targeting 
the car technology, or “subsidize insurance 
companies to offer reduced rates to seatbelt 
wearers (law regulating the market as a way of 
regulating behaviour).” While subsidies are not 
always feasible, this example highlights how 
insurance policies can impact, or regulate be-
haviour in insured persons.

According to Statistics Canada, 16% of Canadian 
businesses have a Cyber Risk Insurance policy. 
These insurances are seen as part of ransom-
ware risk management as they frequently cov-
er direct losses, data restoration expenses, and 
losses due to business interruption. Of those 
businesses impacted by a ransomware attack, 
13% directly worked with their Cyber Risk In-
surance provider to resolve the attack (Statis-
tics Canada, 2022). Insurance providers can be 
an important “first responder” in ransomware 
cases, bundling resources and directing clients 
to reliable service providers or the police — 
similar to how auto insurers might have rec-
ommended repair workshops (CAA, n.d.) and 
pet insurers might offer a 24/7 emergency hot-
line (CAA, n.d.).

Apart from bundling resources, Cyber Risk In-
surance policies usually require certain sec-
urity standards to be met. Cyber resilience 

assessments are a component of Cyber-Risk 
Insurance Policies which involves asking busi-
nesses about the types of security measures in 
place to protect facilities and systems (Com-
munications Security Establishment, 2022) 
Through risk assessments, Cyber Risk Insur-
ance policies might be able to raise awareness 
about ransomware mitigation among small 
businesses. Specific conditions could direct-
ly encourage a business owner to implement 
security measures. For example, a policy might 
require backups of important office files every 
30 days. In this case, a business owner can 
either implement such backup measures, or try 
to find a different insurance provider.

Cyber Risk Insurance are clearly not primari-
ly concerned with paying ransom money; they 
can include “guidance on effective cyber sec-
urity practices, free or discounted technical 
solutions, as well as post-breach remediation”. 
(Mott et al., 2023, p2) As such, the process of get-
ting a Cyber-Risk Insurance policy and adher-
ing to the contractual agreements might act as 
a prevention method for ransomware,  which, 
of course, is in the interest of the insurance 
company. Through pre-attack and post-attack 
services, the likelihood of an attack and the 
severity of it might be alleviated. Regardless, 
there are fears about attacks targeted at those 
businesses with Cyber-Risk Insurance Poli-
cies and, among the increase of ransomware 
attacks and interest in Cyber-Risk Insurance, 
many businesses might not be able to find an 
insurer willing to offer them insurance (Mott et 
al., 2023). Insurers might also struggle with the 
dynamics and potential chain reaction along 
interconnected digital service providers posed 
by ransomware attacks (Mott et al., 2023). 

While insurance policies covering pre-attack 
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mitigation measures and supporting a client in 
data recovery after an attack are surely help-
ful, in certain cases the payment of ransom 
money is surely the “cheaper option” from a 
purely financial viewpoint. The clients of in-
surers known to pay more easily might be at 
risk of more frequent or more severe attacks. 
An interview with an anonymous member of 
a ransomware group suggested that targeting 
an insurer, retrieving their customer data, and 
then targeting their customers is especially 
appealing (Smilyanets, 2021). When a business 
owner expects to be targeted specifically be-
cause they have a Cyber Risk Insurance policy, 
their confidence in this insurance as a valid 
method of risk mitigation can be expected to 
decrease.

More broadly, however, it must be asked 
whether insurers paying ransom money in 
some cases counteracts the call by law en-
forcement agencies across the globe, includ-
ing in Canada, to not pay the ransom money( 
(Royal Canadian Mounted Police, 2021; Europol, 
n.d.; United States, National Cyber Investiga-
tive Joint Taskforce, n.d.). With this advice, law 
enforcement is trying to prevent ransomware 
from being a lucrative “business”. Without in-
coming ransom payments, criminal organiza-
tions have a harder time attracting developers 
to design new ransomware. To not counteract 
this law enforcement strategy, Cyber Risk In-
surance which regularly pays the ransom 
should not be officially recommended.

Cyber Risk Insurance could focus on covering 
the costs of recovery after an attack without 
ever paying any ransom money, such as cov-
ering costs for security specialists to attempt 
to retrieve encrypted data or to mitigate 
reputation loss. An insurer could provide the 

insured with the benefits of mitigating dis-
ruptive ransomware attacks and providing a 
support network without interfering with law 
enforcement’s guidance. The option to rely on 
the knowledge of a professional Cyber Risk In-
surer can help to take financial and adminis-
trative stress especially from small business-
es which do not have many resources at hand 
and for who cyber incidents are often dis-
proportionately more expensive compared to 
their business size (Mott et al., 2023), as well as 
preventing decision fatigue resulting from an 
overabundance of differing security guidance 
and checklists. However, the option of a safety 
net through an insurance could encourage a 
business to seek out that insurance instead 
of implementing secure practices (Westbrook, 
2021) . A business owner might decide to get a 
Cyber Risk Insurance instead of implementing 
secure practices, thinking that the insurance 
will cover any negative consequences of an 
attack anyways.

Overall, the question whether to support Cyber 
Risk Insurance appears to be a complex one. 
Not all questions have yet been answered and 
many fears and hopes might eventually turn 
out to not be accurate. As such fast-evolving 
field, defining best practices for (cyber) insur-
ance providers could work to prevent expected 
negative effects of Cyber Risk Insurance, be it 
payment of ransom money or an unintended 
incentivization of a laisser-faire attitude.

Based on these considerations, the govern-
ment of Canada should consider:

 { Leveraging existing forums to further 
increase cooperation across all levels of gov-
ernment to ensure the option of high quality 
of Cyber Risk Insurance for all Canadian busi-
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nesses. All businesses, regardless of location, 
should have the option to incorporate reliable 
Cyber Risk Insurance as a part of their risk 
management. Insurance policies across Can-
ada should ensure cooperation between the 
insured, insurers, and law enforcement, par-
ticularly regarding ransom payments.

 { Further examining potential soft or 
hard regulations for Cyber Risk Insurance for 
incidents in federally regulated sectors and the 
effects of Cyber Risk Insurance on diversified 
risk management. This could consequentially 
shape the insurance landscape in other sec-
tors, for example towards a focus on data re-
covery and reputation loss mitigation instead 
of ransom payments.

 { Further researching options to create 
guidelines and provide educational informa-
tion regarding Cyber Risk Insurance, both for 
insurers and customers considering insurance. 
This could include guidelines targeted at small 
business clients about what policy conditions 
to look for in a good Cyber Risk Insurance 
policy to be optimally prepared for mitigating 
a ransomware attack, potentially similar to the 
Credit Card Comparison Tool (Financial Con-
sumer Agency of Canada, 2017).

3.3.5.1.2 Loans and Financing Options for 

Small Businesses

Cyber Risk Insurance might not be attractive to 
some small businesses as the risk of being tar-
get of ransomware might be perceived as low. 
Alternatively, Cyber Risk Insurance might be an 
expense a small business is not willing or able 
to afford. Consequently, an alternative mech-
anism is required to ensure that these busi-
ness owners are reached and incentivized to 

implement ransomware resilient cybersecurity 
practices in their business.

Banks are already involved in educating cus-
tomers about certain measures of cybersecur-
ity (Get Cyber Safe, 2022) and protect customers 
in case of payment card fraud (Canadian Bank-
ers Association, n.d.). Banks therefore could be 
said to already play a role in reducing the risk 
from cybersecurity threats to their customers 
and society in general. This is important as 
most businesses have a partnership with a 
bank, in that the bank provides them with fi-
nancial services such as business accounts, 
and very often business loans. 

For small businesses, loans have a large im-
pact on the future of the business (Fracassi et 
al., 2012). Pu simply, without loans or financing 
options, some business plans are not feasible. 
On the other hand, where different loan condi-
tions exist, the more beneficial conditions are 
likely more attractive to businesses. If a better 
interest rate or repayment plan can be offered 
when the business meets certain requirements, 
there is an incentive to meet those require-
ments where possible. These incentives can be 
designed to incentivize behaviours that are in 
the benefit of society or the long-term benefit 
of the applicant. For example, certain benefi-
cial loan conditions are offered for financing 
the purchase or electric and hybrid vehicles 
(National Bank of Canada, n.d.), incentivizing 
the purchase of these vehicles over combus-
tion engine cars.

A successful business generates and captures 
value to the benefit of the loan provider, as 
they are less likely to default on the loan. (Frac-
assi et al., 2012). Loan providers naturally have 
an interest in clients whose business is suc-
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cessful and are disinterested in clients who 
have unsuccessful businesses. Unsurprising-
ly, businesses must meet certain conditions 
to be eligible for a loan, partially to ensure a 
low default risk. For example, a sound busi-
ness plan is usually necessary for a start-up 
to receive funding (Desjardin, n.d.). Ransom-
ware attacks can impact a business’s financial 
well-being and future existence, thereby pot-
entially causing a business to default on loans 
or even face bankruptcy. (Yuryna Connolly et 
al., 2020). As paying a ransom does not guar-
antee the restoration of normal business 
function (Bezanson et al., 2022)Therefore, ro-
bust risk mitigation strategies are essential to 
a business’s financial well-being in case of an 
attack. As an example, loan conditions could 
include an incentive to have, a cyber incident 
response plan in place, which can reduce the 
degree of harm resulting from an attack.

Apart from private banks, the federal govern-
ment is also involved in providing financing 
options for small businesses through the Can-
ada Small Business Financing Program and 
“makes it easier for small businesses to get 
loans from financial institutions by sharing 
the risk with lenders.” (Government of Canada, 
2023). This program would allow the govern-
ment to design and test cybersecurity incen-
tivization strategies as a part of this financing. 
For example, Tech start-ups and those wishing 
to finance upgraded technological equipment 
could be incentivized to purchase secure tech-
nologies over less secure alternatives through 
information shared through loan process and  
beneficial conditions if secure technologies 
and practices are implemented. As the Can-
ada Small Business Financing Program is im-
plemented in partnership with private finan-

cing institutions, it would ensure that there is 
public-private coordination.

Mitigating the risks of ransomware attacks is 
similarly in the interest of small businesses 
and their financing partners. With small busi-
nesses being highly heterogeneous, some 
operating their own servers while others run 
entirely on free third-party email account, fi-
nancing options must be available to all kinds 
of business types. A balance must be struck 
between high levels of cybersecurity and the 
feasibility of such measures in a variety of 
highly diverse businesses. Similar to formal 
laws, a federal approach in financing might 
not be able to reflect this diversity. However, 
given the importance of prevention and miti-
gation of ransomware at all levels within the 
Canadian society, some guiding action might 
be required. An approach of incentives, for 
example through beneficial interest rates, re-
payment plans, or other benefits depending 
on the business client’s size and industry, 
could be an option.

Based on these considerations, private sector 
partners should consider:

 { Providing incentives within their fi-
nancing schemes for clients that already have 
a higher level of ransomware resilience, for 
example regarding backups. A higher level of 
resilience could potentially decrease the fi-
nancial impact a ransomware attack has on 
the client, thereby increasing their financial 
well-being. However, consideration must be 
given to the heterogeneity among small busi-
ness clients and between their industries.

 { Providing attractive financing options 
specifically targeted at financing secure tech-
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nology, similar to incentives to purchase an 
electric or hybrid vehicle over a combustion 
engine vehicle.

Similarly, the government of Canada should 
consider:

 { Cooperating with the private sector to 
include base levels of cybersecurity as part of 
the Canada Small Business Financing Program 
and to consider federal financial incentives 
for improving ransomware resilience in small 
businesses.

 { Further researching how ransomware 
attacks impact the financial well-being and 
continuing existence for businesses with dif-
fering levels of cybersecurity.

3.3.6 EU regulations for cyberse-

curity

3.3.6.1 Introduction

The European Union has long history of provid-
ing regulation and guidelines for cybercrime 
and cybersecurity. It prioritized ransomware in 
its efforts to reduce the harms from malicious 
uses of the internet. This section chronologic-
ally examines some of the efforts of the Euro-
pean Union to regulate cybercrime and cyber-
security over the past decade.

3.3.6.2 NIS 

In 2013, the EU implemented legislation called 
the EU Cybersecurity Strategy, which included 
the EU Network and Information Security Dir-
ective or NIS Directive (European Union Agency 
for Cybersecurity, n.d.). According to this direc-
tive, EU member states must build a security 
culture across critical infrastructure sectors 

including: energy, transport, water, banking, fi-
nancial markets, healthcare, and digital infra-
structure. The NIS directive describes these 
sectors as drivers of essential services; there-
fore, it requires them to adopt steps to manage 
security risks and to report cyber-attacks to the 
corresponding national authorities. Addition-
ally, it defines a digital service as “any service 
normally provided for remuneration, at a dis-
tance, by electronic means and at the individ-
ual request of a recipient of services.” (Direc-
tive (EU) 2015/1535 of the European Parliament, 
2015) This definition includes cloud services, 
providers, and online marketplaces. The re-
quired security measures are to be taken or im-
plemented according to the proportion to the 
risks presented on a case-by-case basis. They 
should include technical and organizational 
measures that are fitting and proportionate to 
the risk, ensure the security of the network and 
information, and prevent and minimize the im-
pact of incidents on the IT systems used by the 
services (European Union Agency for Cyberse-
curity, n.d.). 

Although the Directive highlighted that EU 
states should increase their awareness of 
cyber-attacks, it did not specify a framework 
for tackling ransomware attacks. 

3.3.6.3 The Cyber diplomacy toolbox

By 2017, The EU established a framework for 
a joint EU Diplomatic Response to Malicious 
Cyber Activities called the “Cyber Diplomacy 
toolbox.” This framework “is expected to en-
courage cooperation, facilitate mitigation of 
immediate and long-term threats, and influ-
ence the behaviour of potential aggressors in 
the long term” (European Council, 2019). This 
initiative incorporates all measures, including 
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sanctions, in a joint response to malicious 
cyber-attacks. It highlights the importance 
of cooperation of all member states in all 
cyberattack responses. It concludes that the 
response must be proportionate to the scope, 
scale, duration, intensity, complexity, sophisti-
cation, and impact of the cyber activity (Euro-
pean Council, 2019). 

According to the toolbox, cyber-attacks that 
may cripple a member state’s banking system 
or energy network are comparable to mil-
itary attacks. Therefore, the member states 
agree that international law applies to cyber-
space (Moret & Pawlak, 2017). It sets guide-
lines for countering malicious cyber activity, 
which include preventative measures, includ-
ing awareness raising of EU cyber policy; 
cooperative measures in the form of diplo-
matic dialogue among member states; stabil-
ity measures such as official statements by EU 
leaders; restrictive measures (sanctions); and 
EU support for member states when being the 
target and victim of an attack (Lațici, 2020). 
In this context, this initiative allows states to 
take necessary measures, which include the 
response to ransomware in the form of sanc-
tions.

Additionally, the cyber diplomacy toolbox 
emphasizes “situational awareness,” which 
asserts that while each member state is free 
to make political decisions concerning offen-
sive cyber activities, collective assessment 
and action are necessary for an effective re-
sponse. Furthermore, the EU Cyber diplomacy 
cooperates with multiple global cybersecurity 
projects and partnerships (e.g., CyberEat, EUD-
igital, OCWAR-C, YAKSHA).

 

3.3.6.4 NIS2

The NIS2 Directive (2022) builds on the prior 
National Information Systems (NIS) direc-
tive providing legal measures that increase 
the level of cybersecurity. This directive re-
quires that EU member states be equipped 
to respond to cybersecurity threats, such as 
by having a Computer Security Incident Re-
sponse Team (CSIRT) and an adequate na-
tional Network information authority (NIS). 
Additionally, it sets out harmonized sanctions 
across the EU for potential offenders. The NIS2 
obliges member states to measures to protect 
the information systems, which include:

“(a) policies on risk analysis and information 
system security;

(b) incident handling;

(c) business continuity, such as backup 
management, disaster recovery, and crisis 
management;

(d) supply chain security, including secur-
ity-related aspects concerning the relation-
ships between each entity and its direct sup-
pliers or service providers;

(e) security in network and information sys-
tems acquisition, development and mainten-
ance, including vulnerability handling and 
disclosure;

(f) policies and procedures to assess the ef-
fectiveness of cybersecurity risk-management 
measures;

(g) basic cyber hygiene practices and cyberse-
curity training;

(h) policies and procedures regarding the use 
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of cryptography and, where appropriate, en-
cryption;

(i) human resources security, access control 
policies and asset management;

(j) the use of multi-factor authentication or 
continuous authentication solutions, secured 
voice, video and text communications and 
secured emergency communication systems 
within the entity, where appropriate.”  (NIS, n.d.):

The European Union acknowledges that ran-
somware is a global problem which requires 
cooperation with international partners. Ac-
cordingly, the EU signed a joint EU-US state-
ment to address ransomware cooperation. The 
statement highlights that law enforcement, 
raising public awareness on protecting net-
works and the risks associated with paying 
cyber-criminals, are necessary steps to protect 
against ransomware (European Council, 2021). 

3.3.6.5  Counter Ransomware Initiative 

(CRI)

The Counter Ransomware Initiative is the inter-
national cooperation commitment between 
the European Union, the US, Eastern European 
states, The United Arab Emirates, Korea, Israel, 
Japan, Kenya, Ireland, the United Kingdom, 
South Africa and Nigeria to counter ransomware 
(Council of the EU, 2021). These states specific-
ally commit to cultivating resilience, disrupting 
ransomware, pursuing offenders, fighting illicit 
finance that supports ransomware, and work-
ing with the private sector toward the same 
objective. To achieve these goals, CRI members 
established five working groups: Resilience, 
Diplomacy, Disruption, Countering Illicit Finan-
cing, and Public-Private Partnerships. In prac-
tice, member states commit to:

 � Hold ransomware offenders accountable 
and deny them safe haven

 � Implementing measures against money 
laundering and the financing of terror-
ism. These include know-your-customer 
rules (KYC).

 � Bringing offenders to justice under each 
member’s applicable laws, and

 � Collaborating to address ransomware. 
(The White House, 2022)

3.3.6.6  GDPR The General Data Pro-

tection Regulation

In 2016, the EU agreed upon the GDPR as the 
primary law to protect citizen data. It impos-
es regulations for all organizations that col-
lect data related to EU citizens (GDPR, n.d.). 
The requirements of the GDPR include a set 
of principles upon which corporations or com-
panies should process people’s data. These 
principles include lawfulness, which enforces 
fair and transparent processing; purpose lim-
itation, which enforces that processing data is 
only for the purposes specified when collected; 
data minimization, which requires the minimal 
collection of the data for the specific purpose 
of that process; accuracy; storage limitation, 
which limits the length of data storage; integ-
rity and confidentiality; and accountability. In 
practice, the GDPR generally requires the pri-
vate sector to obtain consent for processing 
people’s data, anonymizing that data, and put-
ting in place security  when transferring data 
across borders. Those who fail to comply with 
these principles cane be subject to fines. 
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3.3.6.7 Challenges with regulations in the 

EU

Concerns with the current EU approach to 
cybersecurity, including measures to address 
ransomware, point to the challenging aspects 
of working with the private sector, negotiating 
with offenders and the prevalence of ransom-
ware despite measures and regulations. 

A European Union Agency for Cybersecurity 
(ENISA) report highlights that the total num-
ber of ransomware attacks is more significant 
than what is publicly available, as the private 
sector does not report all incidents to the au-
thorities (European Union Agency for Cyberse-
curity, 2022). Companies may attempt to deal 
with the attacks internally to avoid negative 
publicity. In this manner, cultivating a sense of 
cooperation between the private and public 
sectors to map all attacks and enforce the law 
on offenders has become a difficult task. 

While ENISA may “strongly recommend” shar-
ing and reporting the ransomware incidents, 
as long as there is a reputational or business 
continuity risk associated with reporting, the 
private sector may continue to handle inci-
dents privately. 

Additional challenges are raise by consid-
ering the variation in the what cybersecurity 
represents to stakeholders in different sec-
tors  (Fischer-Hübner et al., 2021). In the con-
text of banking, the cybersecurity threats they 
face are increasingly more professional which 
combined with the consumer demands for 
near real-time services create limit the abil-
ity of the banks to react effectively to prevent 
disruptions.

It is also important to note that even with 
the cooperative agreements and toolbox, the 
member states maintain their sovereignty 
within their national borders. As a result, the 
processes for cooperation between law en-
forcement agencies include additional levels 
of translation, validation and verification that 
slows the pace of investigations. 

3.3.6.8 Considerations Before Adopting 

Regulations

Based on presented EU context, the following 
recommendations are relevant in an age of 
ransomware:

 { Regulations should take into con-
sideration the legislative context in which 
they are enforced: regulation relies on the lo-
cal context and cannot simply be transferred 
to a different context; 

 { Efforts should include cooperation 
with the private sector. Regulation that does 
not reflect the realities of a specific industry 
or for a particular business size might dis-
courage trust in regulators;

 { The rationale of regulations should 
be defined clearly to determine whether their 
objective is to “coerce targets, to change their 
behaviour, constrain their activities or access 
to resources” (Moret & Pawlak 2017). Regula-
tory instruments should be tailored to specific 
outcomes while maintaining a balance so as 
not to unnecessarily increase the complexity 
of the legal landscape;

 { Due to the global nature of cybercrime 
and ransomware, regulations should permit 
situational awareness. The complexities of at-
tribution in multi-jurisdictional investigations 
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across cyberspace can require delicate and 
consider approach so as to strike a balance 
between operational and political considera-
tions; and

 { Finally, the international nature of the 
cyber law should be considered when drafting 
regulations. While different states have differ-
ent priorities and approaches to regulation 
there is a need for a general coherence in or-
der to ensure a minimum level of efficacy. For 
example, the introduction of a new encryption 
standard that is not compatible with the stan-
dards of other nations could result in a nega-
tive response.
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4 Behaviour

4.1 Behavioural System Model

The many different players and interactions that 
are that make up the cybersecurity ecosystem re-
sult in a very complex and chaotic environment. The 
practice of concept modelling allows for such sys-
tems to be represented in a manner that enables a 
greater understanding of their important aspects. 
Concept modelling is a common technique with-
in the field of information systems. Consequently, 
the representation of cybersecurity systems that 
include the human in this manner provides the 
additional benefit of allowing the communication 
of social concepts in a language that is native to 
computer engineers. This section will explain this 



59

model and its importance for this paper. 

4.1.1 Information System Model

The Information System Security Risk Manage-
ment (ISSRM) Domain Model is an established 
model that is used to describe the key con-
cepts and relationships in information system 
security (Matulevičius & Abasi-Amefon Affia, 
2018). This model separates information sys-
tem concepts into three categories: asset-re-
lated concepts, risk-related concepts, and 
risk treatment-related concepts. Asset-related 
concepts refer to the assets in the system that 
need to be protected with respect to the secur-
ity needs of the system, risk-related concepts 
refer to security risks in the system that exist 
due to vulnerabilities in the system, and risk 
treatment-related concepts refer to decisions 
that will attempt to mitigate risk in the system.

One of the main takeaways from the ISSRM do-
main model is that vulnerabilities in a system 
give rise to threats, and that the realization of a 
threat is an attack. In short, in a perfect world, 
if there are no vulnerabilities in a system, there 
cannot be any threats, and therefore no attacks 
can occur. It is important to note that in the 
ISSRM domain model a threat is seen as a po-
tential of an attack, and it does not necessarily 
mean that there exists an actor with desire to 

make an attack. An attack in the domain model 
is simply seen as an actualization of the treat.

Due to its usual focus on the technical aspects 
of a system the ISSRM domain model is com-
plicated and contains may technical elements. 
These technical specifications are unnecessary 
for our purposes as they direct attention to the 
technical and reduced the generalizability of 
the model to non-technical issues. As a con-
sequence, we have created a simplified mod-
el based on the ISSRM model is shown in the 
figure below. This model illustrates the core 
concept of the ISSRM, that the existence of 
threats is reliant on the existence of vulner-
abilities, and that attacks are the actualization 
of threats to the system. It is important to note 
that we define system in this paper as a col-
lection of interacting computer components 
in the organization, were each component and 
interaction is prone to having vulnerabilities. 
This definition of system therefore includes all 
software and hardware technologies used in 
the organization, and the technologies of com-
munication used to allow different computing 
components to interact. In the work done by 
Matulevičius & Abasi-Amefon Affia, they define 
system assets as the individual system com-
ponents that make up a system that support 
the business assets (i.e., business items) of the 
organization (Matulevičius & Abasi-Amefon Af-

Figure 2 - General system cybersecurity threat model
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fia, 2018). Therefore, the proposed definition 
of a system is based on the idea of having 
multiple system assets. 

4.1.2 Introducing Behavioural 

Concepts to The System Model

The model presented above can easily be 
extended to include human behaviours. It is 
important to remember that attacks are the 
realization of threats. Which is to say that 
there are two components to an attack, the 
threat and the realization. Consequently, we 
can categorize human behaviours that lead to 
attacks as being either those that introduce 
a threat and those that realize an attack. The 
introduction of a threat to the system, or a 
vulnerability introducing behaviour, would be 
actions that give rise to vulnerabilities in the 
system. As an example, a developer accident-
ally programming a vulnerability into the sys-
tem would be categorized as a vulnerability 
introducing behaviour. 

Alternatively, those actions that realize a 
threat into an attack are considered to be 
threat realization behaviours. For example, 
suppose an employee clicks a link by acci-
dent and downloads malware to the company 
server; this would be categorized as a threat 
actualization behaviour since clicking on the 
link actualized a threat into an attack on the 
system. 

The General system cybersecurity threat mod-
el presented above can be augmented to in-
clude these concepts as is shown in the figure 
below. 

4.2 Behavioural Groups

This section will describe in more details 
about the behavioural groups that will be 
studied in this chapter.

Figure 3 - Cybersecurity System Behavioural Model
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4.2.1 Vulnerability Introduction 

Behavioural Group

Some actions can introduce vulnerabilities in 
the system. The most obvious behaviours that 
belong to this group would be those performed 
by system developers, since the computer and 
architectural changes made to the system can 
directly introduce vulnerabilities. However, de-
veloper behaviours cannot be seen as the only 
source of decisions made on the system de-
sign as there are many other actors involved 
in the process of software development. As a 
consequence, there are other behaviours that 
indirectly influence a system design that must 
also be included. For example, a client may re-
quest specific features or an employee in risk 
management can make recommendations that 
are reflected in the system design, input that 
could result in system vulnerabilities. As a re-
sult of this complex of behaviour that influen-
ces the design and implementation of software, 
the developers cannot be made responsible as 
if they were the only source of decisions made 
on the system design. To better understand 
how a system design was developed with cer-
tain vulnerabilities, all behaviours surround-
ing the decisions on how these vulnerabilities 
were included must be considered. We note 
that malicious behaviours in this group (i.e., 
those of insider threats) will not be exam-
ined in this paper. While not much is known 
about the relative impact of the deliberate 
introduction of vulnerabilities into software 
when compared with the accidental vulner-
abilities, we would suggest that as with most 
other human endeavours, accidental causes 
of harm would be more likely. For example, in 
2021, 6.2% (19,257) of deaths in Canada were as 
the result of an accident (Statistics Canada, 

2023), more than 24 times number of deaths 
by homicide (788) (Statistics Canada, 2022). As 
the decision-making behind intentional harm 
and accidental harm could be considered to 
be significantly different, we will concentrate 
on accidental causes as it is likely the greatest 
source of harm.

In this report, the main behaviours we focus on 
for this group are:

 � System developer behaviours

 � Risk management behaviours 

 � Operational behaviours

 � Business behaviours

4.2.2 Threat Actualization Behav-

ioural Group

A vulnerability, or threat in the system often 
requires an action in order to be realized. As 
a consequence, we could group those behav-
iours that would cause any threat in the system 
to be turned into an attack. Both individuals 
inside and outside the organization could be 
responsible for these behaviours. Internal ac-
tors can therefore accidentally, act on threats 
that exist in the system due to vulnerabilities 
and allow the creation of attacks. 

However, due to it being difficult for organiz-
ations to control the behaviour of external 
actors, we focus on only the behaviours from 
internal actors in this paper. Similarly, for the 
same reason as in the vulnerability introdu-
cing behaviours, malicious actors will not be 
studied in this group. It should be noted that 
individuals typically belonging to the vulner-
ability introduction behavioural group, such 
as software developers or risk managers, can 
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also belong to this group as any employee 
can theoretically act on threats that exist in a 
system. Therefore, if we exclude external ac-
tors, we can say that this behavioural group 
includes the behaviours of all employees in 
the organization that allow the realization of 
threats into attacks.

4.3 Vulnerability Introdu-

cing Behaviours

Developers, engineers, and technical per-
sonnel are at the forefront of software de-
velopment. People in these positions dir-
ectly impact the code base and architecture 
of the products they develop. The decisions 
and actions these technical personnel make 
throughout the various stages of development 
(from proposal to implementation, to testing, 
to deployment) dictate the security and sta-
bility of their products. Therefore, they are 
immediately responsible for vulnerabilities 
that appear in a system that can be exploited 
to execute a successful ransomware attack. 
However, it is crucial to recognize that these 
developers did not introduce vulnerabilities 
intentionally. Investigating and understand-
ing the behaviours and circumstances that led 
to the introduction of vulnerabilities is not to 
assign blame, rather it is to address these be-
haviours and make recommendations to re-
place the vulnerability introducing behaviours 
with behaviours that lead to more secure and 
robust software development and mainten-
ance. This section gives an overview of prom-
inent causes behind behaviours that lead to 
the introduction of security vulnerabilities in 
applications and systems. In order to examine 
a greater range of contributing factors we will 

expand beyond development-oriented analy-
sis frameworks (i.e., DEVOPS). We also provide 
recommendations to change these behav-
iours.

4.3.1 Design Failure

Even the most powerful companies in the 
world with the most talented developers may 
introduce security vulnerabilities when de-
signing and developing systems if the design 
of the system do not adequately consider 
cybersecurity.

In 2018, Coincheck, one of the biggest cryp-
tocurrency exchanges, was hacked and lost 
526,800,010 XEM tokens, which were equiva-
lent to 500M USD at that time (Suga et al., 
2020). A root cause for the threat was the use 
of an inappropriate cryptographic algorithm 
and corresponding parameters to generate 
the private key and the public key pair. As a 
result, the multi-signature scheme, a more se-
cure solution to manage the keys, unable to 
be implemented (Suga et al., 2020). 

If the engineering team used a more secure 
encryption algorithm at the beginning, this at-
tack would have been avoided. However, sec-
urity was seen as an afterthought, rather than 
a fundamental system requirement (Jaskolka, 
2020). This seems to indicate that strong sec-
urity measures were not allocated the import-
ance as the functionality of the system in its 
design. As this system was a financial system 
that could be considered as being more likely 
to be targeted by external actors it could be 
considered a design failure to have not given 
a greater priority to security. 
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4.3.2 Optimism Bias

Decision-making  regarding security strategy 
could be compromised due to optimism bias. 
Optimism bias plays a problematic role when 
developers or managers assume their organ-
ization or product is not an attractive target 
for attackers (Assal & Chiasson, 2019; Rhee et 
al., 2012). This line of thinking poses significant 
risks as the decision to compromise a system 
may not be based on its attractiveness. While 
attackers may target entities that appear more 
attractive, they can also indiscriminately target 
vulnerable systems (Hayes & Bodhani, 2013). 
Regardless of perceived attractiveness, robust 
security practices should not be disregarded, 
as the consequences may be severe.

4.3.3 Project Management Con-

straints

Project management constraints, as known as 
the project management triangle or project tri-
angle, is a classical model in business manage-
ment (Van Wyngaard et al., 2012). The project 
triangle involves three interdependent dimen-
sions: time, scope, and cost. When an organiz-
ation in any field makes big decisions for the 
project, they should consider at least one point 
of these three. In this section, we discuss con-
straint dimensions and how these constraints 
can contribute to the introduction of vulner-
abilities in a system.

4.3.3.1 Time Constraints

Time plays a significant role when we make 
decisions. In a normal development work-flow, 
the product team, engineering team, and qual-
ity assurance (QA) team evaluate a proposal or 
a project and agree on a feasible delivery date. 

The estimated time is generally based on ex-
perience but due to the rapidly changing secur-
ity requirements for projects, these estimates 
may be insufficient. Thus, developers may  not 
have adequate time to implement all security 
requirements. When developers are pressured 
to deliver code quickly it increases the likeli-
hood that issues and bugs are produced.

Actions and decisions made under time con-
straints can impact quality assurance initia-
tives. For example, Heartbleed, a severe secur-
ity issue in the cryptography library OpenSSL, 
was found in 2014 (Zhang et al., 2014). On reason 
behind this issue is that there were only two 
full-time engineers on this project, and they 
did not have enough time for testing and code 
review (Walsh, 2014). Unfortunately, OpenSSL is 
one of the most widely used libraries to secure 
the channel between servers and clients. This 
vulnerability exposed a massive security issue, 
resulting in sensitive data leakage, unauthor-
ized access, and other threats. This example 
emphasizes the impact that time constraints 
may have on systems on a wide scale.

4.3.3.2 Scope Constraints

The limitation of scope demands the attention 
of everyone, no matter their professional back-
ground or having work experience or not. If 
the scope is narrow, certain scenarios may not 
be covered; if it is wide, unnecessary resource 
wasting will happen.

When designing and developing security sys-
tems, even a small unclear point of scope may 
bring a disaster. In 2017, Equifax leaked sensi-
tive information of millions of people due to 
exploitation of the vulnerability of Apache 
Struts they used (Hough et al., 2020). Apache 



Behaviour

Struts is an open-source framework that is 
widely used to build web applications, and 
there is a vulnerability that allows remote 
code injection in some outdated versions. Al-
though security researchers found the vulner-
ability and Apache released the patch, Equifax 
failed to install the patch for their vulnerable 
Apache Struts because the version was not 
recognized by the system, leading to the data 
breach (Drenick, 2017). The scope constraints 
issue of this case was Equifax did not have a 
robust vulnerability management work-flow.

Equifax is a prominent and dominant organ-
ization with sophisticated teams, but their 
scope constraints can lead to mistakes in en-
suring the product directions and decisions in 
security approaches. 

4.3.3.3 Cost Constraints

Cost constraints involve the amount of re-
sources that are dedicated to a project. Where 
either the client or the developing organiza-
tion underestimates the security needs of a 
project reflect this in the amount of resources 
provided such that the budget allocated, or 
tender bid submitted may not be sufficient to 
include the appropriate degree of security. 

A development project that does not ad-
equately include security elements within 
the development and implementation pro-
cess such as software supply chain assurance, 
quality assurance, implementation testing or 
end user training can be more likely to result 
in security threats for the implementing or-
ganization. 

4.3.4 Usability and Tooling Chal-

lenges

Team members, like software testers, rely on 
a variety of tools to design and develop sys-
tems. It is crucial to ensure these tools provide 
adequate support in considering the needs of 
users and security perspectives. 

Security-oriented Static Analysis Tools (SATs) 
detect mishaps in code, such as quality issues 
and security vulnerabilities. These tools then 
notify developers of the issues and the pos-
sible ways to fix them. However, these tools 
may have usability issues (Smith et al., 2020). 
Some issues include missing guidance on how 
to resolve flagged issues and difficulties ac-
cessing and understanding the interface. Fur-
ther, these issues can affect work-flow con-
tinuity. 

To work around usability issues, developers 
may take the liberty of picking useful tools that 
are more convenient to them without getting 
approval from management, a phenomenon 
known as Shadow IT (Raković et al., 2020). For 
a developer that is incentivized to efficiently 
finish their work, such a solution can be at-
tractive. However, it can be very problematic 
as a tool may be incorporated into the sec-
urity ecosystem of a company without proper 
security evaluations, leading to the potential 
of code injection or the leaking of sensitive 
data (Malkin et al., 2022).

4.3.5 Over-trust in suppliers (e.g., 

Open-Source SDKs)  

Placing too much trust in software component 
supplier, such as blindly trusting open-source 
SDKs can include vulnerable components 
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which can then impact an organization’s sec-
urity when adopted into their own systems. 

While best practices dictate that developers 
should analyze third-party code components 
prior to their use (Critical Infrastructure Part-
nership Advisory Council (CIPAC), 2022) this may 
not happen in practice. For example, develop-
ers may be subject to time constraints that 
preclude the proper procedures for integrating 
new code or an inappropriate technology stack 
(combination of development tools) may be 
proposed due to objective misalignment. 

Software supply chains are complicated by the 
use of open-sourced software components. 
Within the development ecosystem, there is 
a certain degree of trust in the institution of 
open-sourced software and its crowd sourced 
development community. That is, open-source 
software is believed to be more reliable as 
there are thousands of independent develop-
ers using and testing the source code and fix-
ing the bugs. Thus, developers may assume the 
open-source software they are integrating into 
the system is secure. However, this may not 
be the case as groups working on these code 
bases may not be as numerous as assumed or 
may be subject to the bystander effect. For ex-
ample, the source code of Diebold voting ma-
chines, which had vulnerabilities and the code 
was readable for every developer, was still 
published on the Internet in 2003 and widely 
used in 37 states of USA (ACM, 2009; Schryen & 
Kadura, 2009; AMCIS, 2009).

4.3.6 Insecure development prac-

tices

Developers can themselves introduce security 
issues into software themselves as a result of 

not being aware of the security implications 
of particular practices. As an example, we will 
examine the practices of embedding creden-
tials into the code of implemented software. 
Developers sometimes directly code the cre-
dentials that are used by systems to authenti-
cate themselves to other systems into software 
and hardware platforms. Embedding creden-
tials is considered a bad security practice as 
this effectively allows secrets to be exposed 
and potentially exploited by attackers to help 
them gain access to different parts of the sys-
tem they have infiltrated. As an example, the 
Mirai Malware 2016 exploited hard coded cre-
dentials of IoT devices by scanning the IoT de-
vices in the network and randomly choosing 
the possible combinations of Username and 
Password to gain remote access (Singh Verma 
& Chandavarkar, 2019). Once succeeding, the 
adversary collected the user’s sensitive data 
and infected devices in the same network. 
There are many reasons why developers would 
embed credentials directly into a system. One 
main reason is to save time for debugging and 
testing, since developers can skip authentica-
tion with other services by embedding their 
credentials in the tested component. Although 
it might make testing easier, this is not sec-
urity-oriented behaviour. In fact, hard-coded 
credentials have been identified as one of the 
top 25 most dangerous software weaknesses 
by Common Weakness Enumeration (Basak et 
al., 2022). 

4.4 Vulnerability Introdu-

cing Behaviours: Recommen-

dations

Although some behaviours we mentioned in 
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this part are hard to avoid (e.g., over-trust in 
suppliers) and some have existed since this 
industry was born (e.g., time constraints), 
there are still methods to mitigate the vul-
nerabilities. In this section, we will introduce 
some recommendations based on well-known 
and practical solutions to ease these threats.

4.4.1 Security by Design

Software development and maintenance 
teams should change the behaviour of priori-
tizing functionality first and addressing sec-
urity later. Instead, they should view security 
as an integral part of their product and a top 
priority. Security should be considered from 
the earliest stages (planning, design, etc.) up 
until the release and maintenance of their 
product (deployment, monitoring, etc.) (Assal 
& Chiasson, 2019). Security should be “baked 
in” to the process rather than “bolted on” later.

To achieve a secure design, it is important 
to not overcomplicate a design unnecessar-
ily. The more complex the software design, 
the higher the likelihood of implementation 
errors and security vulnerabilities. A simple 
and clear architecture will be easier to under-
stand, maintain, and audit while reducing the 
risk of overlooking potential security weak 
points (Assal & Chiasson, 2018). In addition 
to simplicity, security policies that determine 
how the application handles data, access, 
and interactions securely, should be incor-
porated into the design (Assal & Chiasson,  
2018). These policies can cover authentica-
tion, authorization, data handling, encryption, 
and security principles. As an example, two 
policies that are security oriented are default 
deny, where all requests are denied by default 
unless explicitly granted access, and least 

privilege where users, applications, and pro-
cesses are given the minimum access needed 
to complete their tasks. Together they reduce 
the attack surface by limiting the exposure of 
resources.

4.4.2 Use Secure Tools

Using only approved tools that meet indus-
try standards (e.g., those validated by NIST) 
or organizational policies can help reduce 
introducing vulnerabilities from third party 
software. This can be achieved by performing 
security assessments of third-party tools to 
ensure the software is trustworthy and would 
reduce the risk of incorporating vulnerable 
or insecure components into the application 
(Assal & Chiasson, 2018). Ideally, it should 
be understood by all developers that blindly 
trusting third-party suppliers is not appropri-
ate behaviour. Instead, developers should vet 
third-party tools to identify and address any 
vulnerabilities, or weaknesses that might be 
present. 

Lastly, businesses and developers should col-
laborate on the creation of a list of common 
and secure tools, as this would reduce the 
range of tools developers can choose from to 
complete their work. While this may be limiting 
from a developer perspective as it constrains 
the possible functionalities that a developer 
could introduce in a system, it would offer a 
greater security for all developers without the 
expense of each having to do their own valid-
ation. To minimize the impact of a restrictive 
list, it should involve many senior developers 
in creation, and updated as needed, so that 
the listed tools provide all that developers 
need to complete their work.
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4.4.3 Integrating Security into 

Testing

Incorporating security testing into the function-
al test plans enables organizations to detect 
and address potential security vulnerabilities 
at an early stage of development, minimizing 
the risk of overlooking security flaws. Addition-
ally, this allows for the simultaneous execution 
of functional and security tests, eliminating re-
dundant efforts and may help detect common 
vulnerabilities that could be exploited.

Security should be seen as an integral part of 
the system, and therefore, so should security 
testing. From a developer’s perspective, the 
behaviour around testing should be changed. 
To do this, developers should test by analyzing 
security risks in the system and creating tests 
around those risks, effectively testing with an 
attacker’s mindset (Potter & McGraw, 2004). En-
couraging developers to think about potential 
attacks while developing can help create bet-
ter test cases and catch more security vulner-
abilities. Management should also be aware of 
the importance of testing. This is achievable 
through metrics. In the software world, metrics 
quantify attributes in software processes, 
products and projects (Lopes Timóteo et al., 
n.d.). Providing metrics to measure the secur-
ity testing in order to measure testing progress 
and impact can help management understand 
the importance of security testing (Türpe, 
2008). In fact, good metrics will help convey 
technical information in a non-technical for-
mat and can therefore allow upper manage-
ment to participate in the security testing pro-
cess. A metric-based approach to testing can 
therefore change the mentality around testing 
and highlight its importance to many members 

within the organization. 

4.4.4 Avoiding Optimism Bias

Addressing optimism bias in cybersecurity is 
not simple. The first step an organization can 
take is to address the issue head-on by raising 
awareness and educating employees about the 
negative impact of overconfidence on security 
decisions can help (Hewitt & White, 2022; Rhee 
et al., n.d.). An organization could work towards 
a shared culture by encouraging regular open 
discussions about security, which could lead to 
better decision-making (Buehler et al., 2005). 
Furthermore, ensuring individuals of all back-
grounds, such as technical and non-technical 
individuals, are included in these discussions 
can challenge and reduce optimism bias. Last-
ly, it is important for individuals to be able to 
report optimism bias in their work environ-
ments should it occur. Without this ability, it 
is impossible for optimism bias to be investi-
gated. 

4.5 Threat Actualization Be-

haviours

Only a single point of access is needed to in-
filtrate a network to provide an adversary the 
opportunity to search and acquire data or sys-
tems to be held for ransom. 

Social engineering techniques, such as phish-
ing emails, are common techniques for tricking 
people to install ransomware. Through social 
engineering, people are persuaded to engage 
in risky behaviours like downloading disguised 
malware (Mouton et al., 2016).

Despite training and education initiatives that 
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try to help people detect phishing emails and 
reduce risky behaviours, people continue to 
engage in actions that can be exploited by 
ransomware adversaries such as ignoring or 
dismissing security warnings, pop-ups, and 
other red flags (Alsharnouby et al., 2015). In 
this section, we discuss some reasons why 
risky behaviours continue to persist.

4.5.1 Unclear Behavioural Impli-

cations 

Without specialized expertise, mental mod-
els of security, networks, and other technical 
aspects can be flawed or incomplete. These 
limitations may impede people’s ability to 
make connections between ransomware and 
potential risks caused by their actions like 
downloading email attachments or clicking 
on links. Without understanding these con-
nections, people may continuously engage in 
a risky behaviour without being aware of the 
potentially detrimental implications (Kang et 
al., 2015).

In addition, flawed or incomplete mental 
models of ransomware can lead to the mis-
calculation of risk. Individuals may not real-
ize that, initially, adversaries are looking for 
easy ways to access a network before finding 
sensitive information or integral systems to 
hold for ransom. Therefore, they may not feel 
themselves belonging to the category of the 
“high risk” or vulnerable individuals due to 
their limited access to important information 
and systems; they may believe themselves as 
not extraordinary, a “nobody”, who is less at-
tractive to adversaries than a higher up em-
ployee like their boss who is privy to sensitive 
information and wields power within an or-

ganization (Stanton et al., 2016).

4.5.2 Low Awareness of Mitiga-

tion Strategies 

Techniques in detecting and avoiding risks 
might not be effectively implemented because 
they are not well known or understood by em-
ployees. Many individuals who are victimized 
by ransomware are unaware of possible miti-
gating strategies (Shinde et al., 2016).

Similarly, it is also common to observe users 
not taking basic steps towards security such 
ensuring that the firewall in the system is 
working, and that their internet or WiFi set-
tings are secure (Furnell & Thomson, 2009). 
Many users may prefer to set up passwords 
that are either easy for them to remember, 
or they may choose to reuse the same pass-
words across different computers and/or 
platforms (Furnell & Thomson, 2009). Without 
security guidance to challenge these prefer-
ences, they may not be aware of the potential 
implications of exposing their organization to 
ransomware incidents. 

4.5.3 Perceived Cost Outweighs 

Perceived Benefit 

The clarification of  secure behaviours or a 
heightened awareness of mitigation strat-
egies available do not promise the avoidance 
of risky behaviours. The time, mental cap-
acity, effort, and other resources required to 
follow security advice is not free. When mak-
ing cost-benefit calculations, the anticipated 
costs of implementing protective actions may 
surpass its benefits; when costs outweigh 
benefits, security actions may not be taken 
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(Bhana & Ophoff, 2023; Herley, 2010). 

Individuals may stop or refuse to practice sec-
urity measures simply because they think the 
measures are useless (Stanton et al., 2016). For 
example, if from an employee’s perspective the 
future cyber-attacks are going to occur regard-
less of the implementation and practice of any 
security measures then exercising these meas-
ures would be a waste of effort.

For individuals who felt themselves as the or-
dinary “no one” working for the organization, 
they may perceive the amount of energy re-
quired to ensure the safety and security of the 
company as outweighing their personal value 
and their potential gain in the work environ-
ment (Stanton et al., 2016). Once they perceived 
such increasing demands of the “cost” with 
little to no return of the “benefits,” employ-
ees are less likely to spend time and energy 
to comply with the organizational cyber safety 
requirements. 

4.5.4 Security Fatigue 

Security fatigue refers situations in which indi-
viduals become tired of the security measures 
they are expected to practice and the train-
ings they must go through. Security fatigue can 
lead to individuals becoming desensitized and 
eventually stopping the practice of security 
measures (Stanton et al., 2016). As a result, the 
more that  organizations urge their employees 
to practice secure online behaviour, to receive 
security messages, and to follow new policies 
regarding security and behavioural compli-
ance, the greater the likelihood that these ef-
forts could be counterproductive. 

Sometimes, ordinary behaviour such as setting 

up easy passwords can also be considered as a 
part of the risky behaviour an employee does 
to encounter their security fatigue (Furnell & 
Thomson, 2009). Often, after being demanded 
by either the system or the IT and manage-
ment team to set up multiple different pass-
words, these people may feel overwhelmed by 
the work they need to do to set up the secure 
passwords, to remember them, and eventually 
will give up on practicing such behaviour. The 
same applies to messages and emails warning 
employees about practicing safe and secure 
online behaviour. Those employees who con-
stantly receive cyber-security related messa-
ges may often experience heightened levels 
of anxiety and stress, thus rapidly increasing 
the possibility of them feeling burned out and 
eventually conduct risky behaviour (Bhana & 
Ophoff, 2023).

In occasions, the rapid introduction of new sec-
urity policies and technological features may 
add onto employees’ load, particularly as many 
employees are often not tech-savvy and have 
trouble understanding the mechanism behind 
these tools (Bhana & Ophoff, 2023). They may 
be forced to be on the constant learning path 
of these tools and may often find themselves 
unable to keep up with the ever-changing 
technology. 

4.5.5 Over-trust in Security Pre-

vention Teams and Software 

Many of these individuals who were victimized 
in corporate settings often consider their sys-
tems to be fully safeguarded by security soft-
ware currently in place (Shinde et al., 2016). 
Further, individuals may perceive the respons-
ibility of security exclusive to professional 
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technicians, such as IT personnel or cyberse-
curity firms. An over reliance on security pro-
fessional and software can increase the likeli-
hood of risky behaviours and greater chances 
of exploitation (Butavicius et al., 2020). 

An over reliance on security software and sec-
urity personnel can relate to employees’ lim-
ited understanding of the implications of their 
behaviour. As previously mentioned, individ-
uals with flawed or incomplete security men-
tal models may not realize how their actions 
can negate the security efforts in place (Kang 
et al., 2015). 

4.5.6 Contextual and Socio-demo-

graphic Factors 

Identity dimensions such as age, gender, race, 
and socioeconomic status can lead to an in-
creased likelihood to engage in behaviours or 
susceptibility to attacks (Oliveira et al., 2017). 
Factors such as stress experienced by individ-
uals during daily life may make individuals 
unwilling to comply with the security meas-
ures during work (Furnell & Thomson, 2009). 
For example, an individual may be distracted 
by the enormous stress emerged from work, 
family, and personal life, resulting in their fail-
ure to practice safe behaviour during work.

Although these factors are difficult for organ-
izations to control, they can be important con-
siderations when understanding the reasons 
why individuals may persistently be unable 
to implement security advice. A combination 
of identity dimensions (and all behavioural 
reasons discussed thus far) could result in an 
increased likelihood of problematic security 
behaviour. 

4.6 Threat Actualization Be-

haviours: Recommendations 

This section will focus on providing some rec-
ommendations to help mitigate the threat 
actualization behaviours that can lead to ran-
somware adversaries accessing sensitive in-
formation. 

4.6.1 Security Advocacy and 

Awareness 

Activities and programs aimed at promoting 
individuals’ awareness of risky behaviour and 
cyber security may be beneficial for organiza-
tions to prevent ransomware attacks (McCoy 
& Fowler, 2004). There are many free resour-
ces that can support people in avoiding ran-
somware attacks, including those from the 
Get Cyber Safe program by the Government of 
Canada (Government of Canada, 2020). 

Educational initiatives advocating for safe 
online behaviours and safe practices in work 
environments are often recommended. For 
example, programs teaching non-tech savvy 
employees basic knowledge about security 
and the importance to seek expert help when 
experiencing technical difficulties, can often 
help increase employees’ understanding of 
cyber security and the importance of practi-
cing these security measures (Reeder et al., 
2017). Tailored phishing campaigns aiming at 
increasing employees’ mindfulness regarding 
suspicious content should also be introduced 
by organization’s administration teams. Fur-
ther, initiatives providing knowledge about 
device security and safety, such as explaining 
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why individuals should only be doing sensi-
tive tasks on dedicated devices, can also be 
introduced (Reeder et al., 2017). Through these 
campaigns advocating for security and safety, 
employees working in the corporate environ-
ment may be more aware of the consequences 
and risks of their behaviour, thus less likely to 
conduct them. 

As employees are more likely to engage in 
risky online behaviour due to misunderstand-
ings and an over-reliance on IT personnel, it 
is therefore important to recommend organ-
ization’s employees to increase the frequency 
and quality of communication between sec-
urity personnel and non-tech employees 
(Shinde et al., 2016). For non-tech employees, 
their communication with technical personnel 
would provide opportunities to understand 
the technical reasonings of the safety meas-

ures, as well as the importance of enforcing 
such measures. For technical personnel, hold-
ing discussions with non-technical employees 
will allow them to understand the needs from 
employees. The collective understanding and 
bonding between the two groups may help the 
organization to reach its’ security goals and ob-
jectives more effectively (Johnston et al., 2019). 

4.6.2 Customized Ransomware 

Training 

Additionally, an effective training mechanism 
that could be used to better prepare employ-
ees for real-life ransomware attacks is to cre-
ate role-based tabletop exercises (TTXs) and 
fire drills, as shown in the Table below. TTXs are 
simulated incident scenarios that are meant to 
evaluate managerial capability and team re-
sponses (Pearlson et al., 2021). On the other 

Target Audience Type and Objective of TTX Motivation

Board of directors TTX: Education and awareness
Boards should be knowledge-
able on how to act in the event 
of a security incident

C-suite TTX: Crisis management
Helps test the crisis manage-
ment plans of executives

Organization Employee
Fire drill: test and practice incident 
response and business continuity 
plans

Regular drills help build organ-
izational confidence and tests 
whether the employees can re-
spond quickly and effectively to 
an incident. 

Technical Team
Fire drill: technical response plan-
ning

Testing technological teams 
regularly ensures the technol-
ogy is working as intended and 
the support team knows how to 
operate it

Table 2 - List of recommended training, per employee type (Pearlson et al., 2021)
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hand, fire drills help ensure people, processes 
and technologies respond correctly to an in-
cident (Pearlson et al., 2021). TXXs should be 
done occasionally while fire drills should be 
done regularly (Pearlson et al., 2021). Since 
there are many different roles in an organ-
ization, one way to create effective TTXs and 
fire drills is to derive them based on the roles 
of individuals within the organization. In this 
approach, the training would be geared to 
specific individuals within the organization. 

The table above describes recommendations 
for tailoring training according to the role of 
individual employees. These considerations 
are helpful to effectively train teams against 
ransomware incidents as they involve many 
combinations of roles in an organization 
(Boyce et al., 2011). Organizational needs for 
adequate ransomware training may require 
the development of TTXs or fire drills target-
ing many different roles. For example, in an 
organization where C-suite executives and 
technical teams work closely together during 
incident responses, it may be more suitable 
to create TTXs which require the collaboration 
of C-suite executives and technical teams. Evi-
dently, the roles in the table above are very 
generic and can include many different types 
of people. In practice, an organization should 
identify key roles within the organization and 
create TTXs and fire drills around the inter-
actions of these groups.

The training above can be tailored to specific 
individuals within the organization depending 
on their specific experience and roles. For 
instance, a highly technical and mature em-
ployee would require much more advanced 
training than a newly hired employee with 
moderate technical knowledge. The Advanced 

Distributed Learning (ADL) initiative under the 
United States government have developed 
a training and learning architecture (TLA) 
that highlights the main points required for 
tailored user training (Nicholson et al., 2016). 
The TLA can be seen in the figure below.

Figure 4 - Training and Learning Architec-
ture, adapted from (Nicholson et al., 2016)

There are four main points in the TLA (Nichol-
son et al., 2016). The first is learner profiles 
which has to do with understanding the set 
of competencies and learning style of the 
employees. The second is content brokering, 
which involves setting the training content to 
accomplish certain training goals based on 
individual’s learner profile. The third is ex-
perience tracking which involves updating the 
learner profile as the employees are trained. 
The last point is competency network which 
is considered as the set of learning content 
that could be used for content brokering 
(Nicholson et al., 2016). The idea behind this 
approach is make training learner specific and 
unique to each individual. 
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As an example, it is reasonable to assume that 
an organization TLA could be very effective for 
phishing training. Rather than sending generic 
and identical mock phishing emails to employ-
ees, it would be more effective to send mock 
phishing emails of varying difficulties. There-
fore, more experienced employees would re-
ceive difficult mock phishing emails while less 
experienced employees would receive easier 
ones. This allows both experience and less 
experienced employees to learn at their own 
levels of experience. This is evidently harder 
to accomplish in large organizations due to 
the large number of employees but could be 
a suitable approach to learning for small and 
medium organizations. 

4.6.3 Cultural Shift and Intrinsic 

Security Motivations

A major way to improve an organization’s 
cybersecurity posture is through a cultural 
change that emphasizes security as a core part 
of everyone’s responsibilities. The shift should 
start from day one of employment, with cyber-
security being ingrained into the onboarding 
process of every new employee. Each indi-
vidual’s role will be tailored to their specific 
responsibilities to ensure a comprehensive 
approach to cybersecurity. For instance, nurs-
es should be well-versed in protecting patient 
data and maintaining confidentiality, while 
accountants should be encrypting financial 
transactions. System administrators would play 
a vital role by monitoring suspicious activity 
and maintaining secure network infrastructure.

Organizations should try to establish intrin-
sic motivations for cybersecurity behaviours 
among their employees. By increasing em-

ployees’ interest in security and facilitating 
opportunities for self-determined motivation, 
or intrinsic desire, to protect an organization 
can increase the likelihood that they will adopt 
secure behaviours (Kam et al., 2022). Moreover, 
embedding security thoughtfulness into the 
organization’s culture and promoting the idea 
that security is a collective responsibility and 
that protecting the organization is a shared 
goal.

Fostering a sense of belonging and ownership 
can also encourage employees to take cyberse-
curity seriously. When employees feel invested 
in the organization’s security, they are more 
likely to adopt secure behaviours voluntarily.

Additionally, organizations should reward sec-
urity champions (Ryan et al., 2021) and incentiv-
ize more employees among technical person-
nel to try to become champions themselves. 
By recognizing and incentivizing employees 
who demonstrate exceptional commitment to 
security, organizations can create a culture of 
cybersecurity excellence and encourage others 
to follow.

4.6.4  Shift security responsibil-

ities from non-experts

There are several protective actions to mitigate 
threats that can be exploited by a ransomware 
attack. Some common examples include avoid-
ing emails sent from unknown address, avoid-
ing attachment downloads, and having general 
mindfulness when clicking on links (Reeder et 
al., 2017). 

Often, the onus of implementing security strat-
egies is put on end-users. Yet, these strategies 
may fail as users flow through systems focused 
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on their goals rather than security practices. 
As we mentioned previously, users who do 
prioritize security can become fatigued over 
time.

We recommend that system administrators 
or decision makers design systems with safe-
ty in mind to mitigate the amount of security 
responsibility assigned to end-users. Some 
examples of this strategy may include limiting 
system access rights, fail-safe defaults, enfor-
cing network-wide software updates, and im-
plementing spam filters to reject or flag sus-
picious email. 

Furthermore, it is important for administrative 
personnel within the organization to recon-
sider the amount of work and responsibil-
ity they assign to their employees and avoid 
blaming the employees when risky behaviours 
are observed. The reduction of victim blaming 
behaviours within the organization will not 
only help to avoid the possibilities for poor-
ly implemented security strategies or fatigue, 
but also help with the creation of a caring en-
vironment where employees can practice col-
lective security efficacy (Johnston et al., 2019; 
Strawser & Joy, 2015). 

4.6.5 Build Safe Environments for 

Information Sharing

Information relating to ransomware attacks 
(ransomware intelligence) can be used to 
strengthen mitigation strategies. For example, 
discussion and sharing of technical details 
about the techniques, tactics and proced-
ures of ransomware among organizations can 
benefit prevention and remediation efforts. 

Other helpful ransomware intelligence can in-
clude data about the attack vectors that were 
uncovered, successful techniques in mitigat-
ing the damage, and other characteristics and 
patterns of the malware. Further, data about 
ransomware attacks that is shared with the 
government can inform relating policies and 
regulations aimed to prevent future ransom-
ware incidents (Gordon et al., 2015).

It can be difficult to motivate organizations to 
share intelligence. Due to the benefits of in-
telligence sharing, we recommend that efforts 
should be made to foster an environment for 
the open exchange of information relating to 
ransomware attacks. Organizations and indi-
viduals who feel protected from potential re-
percussions of sharing ransomware informa-
tion, such as negative impacts on reputation 
or livelihood, may be motivated to participate 
in information sharing initiatives. Strong mor-
al judgements, such as displaying negative 
attitudes toward risky behaviours and victim 
blaming, should be discouraged and avoided 
to foster a more understanding and encour-
aging environment for reporting and infor-
mation sharing (Strawser & Joy, 2015). Sub-
sequently, this sense of safety may further 
encourage trust between organizations and 
lead to a higher likelihood of mutually benefi-
cial collaboration within and between organ-
izations. 

Techniques to help facilitate safe environ-
ments for sharing ransomware information 
may vary according to the needs of the or-
ganizations involved and the severity of the 
incidents being discussed. For example, in 
extremely sensitive incidents involving inter-
nal threats that have compromised critical 
infrastructure which may lead to fatal con-
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sequences, sharing parties may require full or 
partial anonymization, non-disclosure agree-
ments, and legal immunity to be motivated to 
share information that can be helpful to miti-
gate and prevent further damage caused by 
ransomware.

4.6.6 Prepare for Security Failure

Due to the ever-changing nature of ransom-
ware, there may be times when even the best 
prevention strategies fail. Therefore, organiz-
ations should shift some resources from pre-
vention efforts to crisis management efforts 
that will mitigate the consequences of attacks 
and prevent successful attacks in the future 
(Dupont, 2019)frequency and severity of cyber-
attacks targeting financial sector institutions 
highlight their inevitability and the impossi-
bility of completely protecting the integrity 
of critical computer systems. In this context, 
cyber-resilience offers an attractive comple-
mentary alternative to the existing cybersecur-
ity paradigm. Cyber-resilience is defined in this 
article as the capacity to withstand, recover 
from and adapt to the external shocks caused 
by cyber risks. Resilience has a long and rich 
history in a number of scientific disciplines, 
including in engineering and disaster manage-
ment. One of its main benefits is that it en-
ables complex organizations to prepare for ad-
verse events and to keep operating under very 
challenging circumstances. This article seeks 
to explore the significance of this concept and 
its applicability to the online security of finan-
cial institutions. The first section examines the 
need for cyber-resilience in the financial sec-
tor, highlighting the different types of threats 
that target financial systems and the various 
measures of their adverse impact. This section 

concludes that the “prevent and protect” para-
digm that has prevailed so far is inadequate, 
and that a cyber-resilience orientation should 
be added to the risk managers’ toolbox. The 
second section briefly traces the scientific his-
tory of the concept and outlines the five core 
dimensions of organizational resilience, which 
is dynamic, networked, practiced, adaptive, 
and contested. Finally, the third section an-
alyses three types of institutional approaches 
that are used to foster cyber-resilience in the 
financial sector (and beyond. 

Organizations that are prepared to deal with 
the consequences of a successful ransomware 
attacks may be able to easily develop bene-
ficial collaborations between departments 
across the organization and quickly respond to  
a developing ransomware crisis. These organiz-
ations are more cyber-resilient, and resiliency 
can lead to opportunities to learn from their 
experiences and adapt their strategies for 
dealing with ransomware (Dupont, 2019).

Organizations that make emergency action 
plans to better prepare themselves for future 
ransomware attacks, can use strategies such as 
(Ofir & Koren, 2023)

 � Identifying affected systems and the 
scope of damage caused by the attack.

 � Implementing the use of alternative 
communication channels at time of the 
attack.

 � Getting prepared and familiarized with 
offline alternatives when digital devices 
are unusable.

To further strengthen preparedness initiatives, 
organizations could also consider keeping of-
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fline physical copies of personnel contact in-
formation (i.e., human resources, IT, general 
managers, etc.) to prepare for circumstances 
where online communication methods were 
unavailable during attacks. 

Organizations could also consider communi-
cation of an organization’s cyber resiliency. 
This will include communicating crisis re-
sponse efforts with staff across the organiza-
tion and to external stakeholders, like clients, 
media, and shareholders, that will benefit 
from understanding the organization’s cyber 
resiliency (Knight & Nurse, 2020).
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