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Misinformation and 
Cybersecurity

Executive Summary
This report explores the critical issue of misinformation and its 

impact on cybersecurity, focusing on political, regulatory, societal, and 

technological dimensions. The rapid proliferation of misinformation, 

particularly on social media, poses significant challenges to individuals, 

organisations, and governments alike. The report provides a detailed 

examination of the evolution of misinformation, the factors contributing 

to its spread, and the vulnerabilities it creates within cybersecurity 

frameworks.

The increasing use of social media as a news source has facilitated 

the rapid dissemination of false information, exacerbated by cognitive 

biases and social reinforcement mechanisms. Political misinformation 

has influenced public opinion, heightened polarization, and undermined 

democratic processes. Furthermore, misinformation surrounding health 

issues, such as the COVID-19 pandemic, has had dire consequences, 

including reduced vaccine uptake and the spread of dangerous health 

practices.

Technological advancements, including Artificial Intelligence (AI) and 

deepfakes, have further complicated efforts to detect and mitigate 
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misinformation. The sophistication of AI-generated content makes it 

challenging for detection tools to keep pace, raising concerns about 

the authenticity of digital information.

Countermeasures discussed in the report include proactive strategies 

like prebunking and educational initiatives, as well as reactive 

approaches such as fact-checking, automated content labeling, and AI-

driven detection. While these countermeasures have shown promise, 

they also face limitations. Prebunking, for instance, may be less effective 

in the varied and fast-paced environments of social media, and fact-

checking often struggles to counteract the emotional and social factors 

that drive misinformation sharing.

The report concludes by recommending a multifaceted approach to 

combat misinformation. This includes regulatory reforms that hold 

platforms accountable for the content they promote, enhanced public 

digital literacy programs, and the continued development of advanced 

AI tools to detect false content. Collaboration between governments, 

industry, and civil society is essential to create a more resilient 

digital information ecosystem that protects against the harms of 

misinformation.
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1	 	 Introduction

A well-informed public is central to the proper 
functioning of a modern democracy (Milner, 
2002), like Canada. However, recent data indi-
cates that 59% of Canadians are concerned 
about the integrity and truth of information 
that they are exposed to online and that 23% 
of Canadians use social media as their main 
source of news (Statistics Canada, 2023, 2024). 
In one survey, 79% of respondents indicated 
that steps should be taken to reduce fake 
news online, and many people have changed 
their news consumption habits (Fedeli, 2019). 
This concerning trend of the online spread 
of false information, or misinformation, has 
been the subject of recent research and de-
bate regarding consequences for individuals, 
society, organisations, and governments.

1.1	 Definitions

To better understand misinformation and 
cybersecurity, it is important to first clarify 

the meaning of key terms as they will be used 
in this report to avoid potential confusion.

1.2	 Misinformation

Misinformation is defined as information, 
which is untrue, exaggerated, inaccurate, mis-
leading, deceptive, confusing, manipulative, 
erroneous, or unverified, and is disseminated 
through traditional or digital means without 
deliberate or malicious intent (Aïmeur et al., 
2023; Canadian Centre for Cyber Security, 
2024; OECD, 2022b; Santos-D’amorim & Mir-
anda, 2021). 

1.3	 Disinformation

Disinformation can also be defined as false, 
exaggerated, inaccurate, misleading, decep-
tive, confusing, manipulative, or erroneous 
information, but is specifically created or 
disseminated through traditional or digital 
means to intentionally cause damage and/
or harm to any person, corporate entity or 

“A well-informed public 
is central to the proper 
functioning of a modern 
democracy .”
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public sector organisation for economic, fi-
nancial, or political purposes (Aïmeur et al., 
2023; Canadian Centre for Cyber Security, 
2024; OECD, 2022b; Santos-D’amorim & Mir-
anda, 2021).

1.4	 Malinformation 

Malinformation is defined as compromising, 
sensitive, damaging information that is true 
but deliberately used for harmful or decep-
tive purposes against a person, a group, an 
organisation or a country (Ireton & Posetti, 
2018; Santos-D’amorim & Miranda, 2021; 
Walker, 2019). 

Cybersecurity is the strategic application of 
technologies, processes, and human practi-
ces to protect systems, networks, programs, 
devices, and data from cyber-attacks. It en-
compasses the prevention, detection, and 
response to threats through the implemen-
tation of tools, policies, security safeguards, 
training, and best practices. It is a multi-
faceted approach that aims to mitigate risks 
and protect a cyber environment, including 
organisational and user assets such as com-
puting devices, personnel, infrastructure, 
and information, ensuring their security and 
resilience against unauthorized exploitation 
(Global Knowledge, 2024; IT Governance, 2024; 
ITU, 2024; National Institute of Standards and 
Technology, 2018).

1.5	 Development of Mis-

information

While the spread of misinformation is not a 
new phenomenon, it has become increas-
ingly problematic (Piccolo et al., 2019). The 
infiltration of communications technology, 
particularly social media, and the increased 
interconnectedness of our everyday online 
lives has encouraged the dissemination of 

misinformation (Suarez-Lledo & Alvarez-Gal-
vez, 2021). The use of social media as a source 
of news, and to share news articles (whether 
true or false) has increased in recent years, 
particularly among older social media users 
(Grinberg et al., 2019a; Moretto et al., 2022). 
Several key elements of social media, includ-
ing the ease of use, availability, speed of in-
formation diffusion, and difficulty in verify-
ing information, create a breeding ground for 
misinformation (Thai et al., 2016). While this 
sharing of inaccuracies might seem harm-
less, it is important to note that the inten-
tional spread of harmful disinformation by 
fake profiles and bots on social media can in 
turn develop into the unintentional spread 
of misinformation by real social media users 
(Guess & Lyons, 2020). The intermingling of 
truths, harmless inaccuracies and harmful 
untruths creates a modern information en-
vironment that is difficult to navigate. 

Some of the first instances of social media 

Figure 1: Categorisation of information threat types
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being used to spread misinformation and 
disinformation were in 2014, in the case of 
Russia-based ‘troll armies’ being employed 
to flood online forums with anti-Western and 
pro-Kremlin comments (Posetti & Matthews, 
2018). In concerning later cases, analysis of 
social media posts in 2016 identified the use 
of fake profiles on Facebook and bots on X 
(formerly Twitter) during the UK Brexit refer-
endum and later US Presidential election to 
post anti-remain and anti-Clinton messages 
(Posetti & Matthews, 2018). The trend of in-
creasing disinformation online has only con-
tinued to the present with stories surrounding 
the war in Ukraine being a particular focus for 
campaigns(Post, 2024) .

Besides politics and wartime propaganda, on-
line misinformation has also been observed 
to decrease public trust in governments and 
health agencies with harmful consequences. 
Research has demonstrated how the spread 
of online misinformation during the COVID-19 
pandemic prevented effective control of the 
virus and successful implementation of vac-
cines. Reports emerged of people drinking 
disinfectant, methanol, and alcohol-based 
hand sanitizer based on misinformation 
spread online about how to combat COVID-19 
(Islam et al., 2020). Rumours about the safety, 
efficacy, and intentions behind COVID-19 vac-
cines also hindered efforts to achieve wide-
spread vaccine coverage (Lee et al., 2022).

The popularisation of large language models 
(LLMs), generative AI, and deepfakes can un-
doubtedly impact the dissemination of mis-
information. By creating realistic but fabricat-
ed content, generative AI can be used to create 
fake news, misinformation, and propaganda 
in text, image, and video format that can be 
shared widely and easily on social media plat-
forms (De Angelis et al., 2023).

While the dissemination of misinformation 

may not be a new phenomenon, the connect-
ed nature of modern life has seen it become a 
constant in the everyday lives of the public. It 
has become both pervasive and perverse, pre-
senting a source of harm to individuals and 
institutions alike. As technologies continue 
to develop, it is likely that this trend will con-
tinue, making misinformation an important 
problem. 

1.6	 Purpose of the Report

This report aims to delineate factors relevant 
to misinformation, including political, regula-
tory, societal, and technological elements. The 
report also describes the cybersecurity issues 
posed by the spread of online misinformation 
and the potential impact of misinformation 
on society, as well as on public and private 
sector organisations. The report will finally 
propose key recommendations to reduce the 
spread and impact of online misinformation. 

To prepare this report, peer-reviewed litera-
ture and reports relating to misinformation, 
disinformation, and cybersecurity were col-
lected and analysed and combined with the 
outcome of discussions with topic experts as 
well as industry and public sector stakehold-
ers. 

Consequently, this report provides an over-
view of the current literature of misinforma-
tion, disinformation, and cybersecurity, and 
how these three elements interact. It provides 
a foundation for continued research and de-
bate into the impact of misinformation on 
society, organisations, and governments, and 
how this relates to cybersecurity vulnerabil-
ities.
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2	 Factors Relevant to 
Misinformation and 
Cybersecurity

2.1	 Political Factors

The dissemination of misinformation is sig-
nificantly influenced by the domestic and 
international political environment. Political 
misinformation includes false information 
about political groups, processes, or figures, 
and contributes to political division, political 
mistrust, democratic backsliding, and can ex-
acerbate societal polarization (Koetke et al., 
2023; Kozyreva et al., 2020; Lewandowsky et 
al., 2012). Political misinformation is easily 
accessible and does not require expert know-
ledge of the political landscape to be convin-
cing. It is often driven by the political climate, 
can disproportionately affect the disadvan-
taged and is exacerbated by legitimate polit-
ical and special interest groups. 

Extreme political attitudes, particularly among 
the far-right, are disproportionately associat-
ed with the creation and spread of online mis-
information, emphasizing the role of political 
ideologies in shaping misinformation sharing 
behaviors (DeVerna, 2024; Pretus et al., 2023). 
Further, the impact of these groups may be 
augmented by other factors. Older individuals 
and those who are more politically conserva-
tive tend to consume, believe, and share more 
political misinformation online, underscoring 
the influence of age and political orienta-
tion on the dissemination of false informa-
tion(Grinberg et al., 2019b; Mosleh & Rand, 
2021; Scheufele & Krause, 2019). For example, 
a report from the Louisiana State University 
found that of the known fake news stories 
that appeared in the three months before the 
election, those favoring Trump were shared a 

total of 30 million times on Facebook, while 
those favoring Clinton were shared 8 million 
times (Georgacopoulos & Mores, 2020). The 
political climate may also be a factor, with 
political devotion and the desire to express a 
clear political stance are key drivers of shar-
ing partisan misinformation (K. Zhou et al., 
2024). The amplification of misinformation 
and conspiracy theories is often observed in 
politically polarized environments, where pol-
itical leaders and media outlets take polariz-
ing stances, contributing to the dissemination 
of false information (Su & Agyingi, 2024). The 
nature of this relationship may be complex, 
however, as misinformation may both increase 
polarization and be disseminated more due 
to cognitive biases. Misinformation is more 
likely to be consumed as factual and further 
disseminated when it confirms the readers’ 
preconceptions (Sikder et al., 2020; Y. Zhou & 
Shen, 2022). In a polarized environment, this 
may result in misinformation that more clear-

Figure 2 “Social, regulatory, and technical aspects of 
misinformation adapted from Challenging Misinfor-
mation: Exploring Limits and Approach (Piccolo et al., 
2019).
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ly confirms political values being accepted 
more easily and consequently being shared 
more often. Furthermore, the intertwining of 
misinformation and trolling - antagonistic 
and provoking posts and comments (Ortiz, 
2020) - particularly in contentious and high-
ly politicized contexts, reinforces each other 
and contributes to the spread of false infor-
mation (Shah et al., 2024). 

Politicians and interest groups are increas-
ingly using misinformation as a strategic tool 
to influence public opinion and policy deci-
sions. The spread of misinformation by polit-
ical elites has been observed in various con-
texts, including social media platforms and 
public discourse (Mosleh & Rand, 2021; Pretus 
et al., 2023). This is particularly true during 
critical events such as elections and public 
health crises. Coordinated misinformation 
campaigns orchestrated by public figures 
and organisations often arise during election 
times, such as the claims of widespread fraud 
in the 2020 U.S. Presidential Election made 
by Republican politicians (Mosleh & Rand, 
2021). These campaigns often target specific 
groups or individuals to sway opinions, influ-
ence policy outcomes, and mobilize support 
for particular agendas. For example, female 
politicians experience gendered disinforma-
tion on the basis of their identity as women, 
more than men do. Rather than attacking the 
policy decisions that women make, gendered 
misinformation plays on gender stereotyp-
ical characteristics and physical appearances 
to challenge female politicians (Di Meco & 
Wilfore, 2021). Gender stereotypes and bias-
es spread through misinformed texts and 
photos have grave consequences on women’s 
physical and digital security and have the 
potential to influence voters’ views. In a 2016 
global survey on female parliamentarians, 
the results demonstrated that 41.8% of re-
spondents had seen “extremely humiliating 
or sexually charged” images of themselves 

shared on the internet (Inter-Parliamentary 
Union, 2016, p.4).

While legitimate political groups would be 
expected to operate ethically, there are con-
cerns over the safeguards in place to ensure 
this is the case. In Canada, while the private 
sector and government institutions must ad-
here to Canada’s privacy laws (i.e. Bill C-47), 
federal parties are exempt (Boutilier, 2023). 
Essentially, this means that there are cur-
rently almost no rules and zero oversight into 
how federal political parties collect, store, 
and use sensitive personal information about 
Canadian voters. So long as parties follow 
their own self-policed privacy policies, they 
can collect, use, disclose, retain and dispose 
of Canadians’ personal information however 
they wish (Boutilier, 2023). By strategically 
using misinformation, political elites have 
the potential to exert considerable influence 
on public opinion and public behaviour, and 
shape perceptions about public policy on key 
issues. Even more worrisome, because there 
is no independent oversight, political parties 
have no legal obligation to notify Canadians 
if they experience a hack or data breach that 
compromises personal information (Bou-
tilier, 2023). 

Foreign actors have an interest in dissemin-
ating misinformation in their attempt to 
meddle in the internal politics of another 
nation. The use of social media platforms to 
disseminate misinformation and influence 
voting behavior has been a common strat-
egy employed by foreign entities seeking to 
interfere in elections (Eady et al., 2023). The 
proliferation of misinformation by foreign 
entities can undermine trust in democratic 
processes and foster belief in falsehoods, 
ultimately affecting public perceptions and 
behaviors within the target state (Goldsmith 
& Horiuchi, 2023). For example, in the United 
States, the Congress and the FBI’s investiga-
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tions concluded that the spread of fake news 
– fabricated information that disseminate de-
ceptive content, or grossly distort actual news 
reports, shared on social media platforms – 
during the 2016 US presidential election was 
created and disseminated to influence the 
election. These kinds of examples provide evi-
dence of various actors within the domestic 
and the international realm with an interest in 
producing and disseminating misinformation 
to advance their political goals based on in-
accurate or misleading premises.

2.2	 Policy & Regulatory Fac-

tors

Debates are ongoing about the strategies that 
governments and private sectors should use 
to tackle misinformation or disinformation, 
especially deepfakes as a form of technol-
ogy-generated deceptive information. It can 
also be difficult to discern the ill-intended cre-
ators of disinformation from those who naive-
ly share misinformation online. The spread of 
misinformation without the intent to cause 
harm or deception is not a criminal offence 
in Canada but can have far-reaching conse-
quences. Nonetheless, the intent to commit 
an act is an important element in the design 
and implementation of a law, and without it 
a law focused solely on an act may be con-
sidered unjust, inapt or reduce the likelihood 
of conviction by jury, particularly where the 
offense is considered minor (White & Roberts, 
1985) Therefore, legislation and policy should 
focus on the creation and distribution of dis-
information. In other words, it should target 
false information spread with the intent to 
cause harm or to deceive. 

A key concern for the success of these efforts 
is to determine which stakeholders are to be 
held accountable and how to achieve this. An 
initial hurdle is that disinformation and mis-

information can be spread online without be-
ing subject to geographical or jurisdictional 
limitations. Often, “sources may be anonym-
ous/pseudonymous and dispersed (includ-
ing across platforms and borders), making 
it difficult, if not impossible, for any one na-
tion-state or platform to effectively address 
it in isolation” (Pielemeier, 2020, p. 921). We 
have to note that a disinformation/misinfor-
mation creator or circulating digital platform 
may be geographically out of reach of specif-
ic in-country laws and regulations, which is 
a possible factor for the ineffectiveness of 
certain disinformation or misinformation-fo-
cused regulations (Chesney & Citron, 2018). In 
addition, it has been argued that technology 
enterprises, such as Facebook, are unlikely to 
self-regulate misinformation and disinforma-
tion on their own platforms (Waldman, 2018). 
It is therefore important for various stake-
holders across cross-sectoral industries to 
bear the responsibility for their specific role 
in the spread and impact of misinformation, 
which presents a challenge in the implemen-
tation of policy and regulation. The OECD also 
highlighted that “efforts to curb mis- and dis-
information must also be considered hand in 
hand with the full preservation of free speech” 
(OECD, 2022a), which is why any new regula-
tions adopted should be with an acceptable 
consensus between key stakeholders.

A unified approach to creating and imple-
menting legislation is necessary to encourage 
technology companies to take an active role 
in the reduction of harmful disinformation on 
their platforms. The Online Safety Act (2023) 
recently passed in the UK holds social media 
companies accountable for being transparent 
about the kinds of potentially harmful con-
tent they allow, and to give their users more 
control over the types of content they are 
exposed to. This legislation also criminalizes 
the creation and spread of disinformation; 
namely “sending false information intended 
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to cause non-trivial harm” (Online Safety Act, 
2023). Crucially, companies can be fined, and 
criminal action taken against senior man-
agers who fail to ensure their companies are 
adhering to the requirements set out in the 
Online Safety Act (2023). In addition, the Act 
gives powers to act against companies based 
outside of the UK, provided they have a sig-
nificant number of UK-based users or rel-
evant links to the UK.

2.3	 Economic & Financial 

Factors

Disinformation spread can be driven by prof-
it-seeking behaviours and due to financial 
incentives (Diaz Ruiz, 2023). Highlighted by 
Di Domenico & Ding (2023), the spread of 
misinformation can influence people’s be-
haviors, including their financial decisions. 
Incidents on social media can have signifi-
cant economic implications for companies, 
for instance on X (formerly Twitter) where 
a fake account using Eli Lilly’s brand name 
posted that insulin would be given away for 
free resulting in a 4.37% drop in the brand’s 
stock price, or when the sports brand Bal-
ance received considerable backlash after 
misinformation that the brand was associat-
ed with far-right movements spread online 
(Di Domenico & Ding, 2023). In addition, fake 
negative customer reviews can be classed as 
direct misinformation, impairing brand repu-
tations and eroding customer trust, and on 
a larger scale can reduce public trust in the 
marketplace (Di Domenico & Ding, 2023). 

It has been stipulated that the online adver-
tising market by its designs that monetizes 
expansive engagement, i.e., promoting the 
active participation of new consumers, incen-
tives the creation of content designed to ‘go 
viral’, including that which does so by means 
of circulating controversial claims, adversar-

ial narratives, and deceptive content (Diaz 
Ruiz, 2023). Furthermore, misinformation is 
believed to cause instability in the market, as 
“the health of stock markets is dependent on 
the accuracy, timeliness, and transparency of 
information” (Cheng et al., 2023, p. 1). As an 
example, in 2022 Cointelegraph made a mis-
leading online post regarding an operation 
involving the Securities and Exchange Com-
mittee (SEC) and the Exchange-Traded Fund 
(ETF) as two important intermediaries in the 
financial market. The incident was believed 
to cause a brief 5% spike in bitcoin’s price 
and cause big losses for traders (Ozair, 2023). 
Lack of frameworks to demonetize certain 
false or misleading online contents (Euro-
pean Commission, 2022) constitutes one of 
the key weaknesses for stakeholders to ad-
dress. It has been found that false informa-
tion can, among other things, have an impact 
on financial markets and mislead individuals 
and companies in their financial decisions, 
which drives market inefficiency (Fong, 2021). 

2.4	 Societal Factors

The rise of the Internet and the widespread 
use of social media platforms have funda-
mentally changed how information is con-
sumed and shared, which may have contrib-
uted to the current environment allowing the 
rapid dissemination of misinformation (Borg-
es do Nascimento et al., 2022). The usability 
of social media platforms plays a crucial role 
in disseminating information, both accurate 
and misleading. In fact, research demon-
strates that false news often spreads faster 
than real news online (Harrison, 2024). Vari-
ous factors exacerbate the spread of mis-
information on social media, including social 
media fatigue, cognitive biases, and narcis-
sism, which can influence the likelihood of an 
individual to share false information (Brya-
nov & Vziatysheva, 2021).
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The nature of social media platforms them-
selves is also an important contributor to the 
rapid dissemination of misinformation on-
line. Social media platforms are structured to 
enable the rapid and widespread sharing of 
information, making them ideal channels for 
the propagation of both accurate and false 
information (Ahmad & Murad, 2020; Suar-
ez-Lledo & Alvarez-Galvez, 2021). These plat-
forms, designed to connect people instantly, 
enable misinformation to rapidly spread and 
reach a wide audience, significantly amplify-
ing its impact (Muhammed & Mathew, 2022). 
Users do not always have the ability to retract 
or permanently delete their posts, leaving a 
permanent digital footprint that may not re-
flect the current opinions of the poster. The 
flexibility and segmentation provided by so-
cial media platforms enable individuals to 
passively select information that confirms 
their existing beliefs, creating echo chambers 
that reinforce biases and limit exposure to di-
verse viewpoints (Chuai & Zhao, 2022; Pantazi 
et al., 2022). If people are given news that con-
flicts with their previously held understand-
ings (i.e. their mental models) it can induce a 
cognitive dissonance, or a discomfort caused 
by the attempt to hold contradictory beliefs 
or values (Konstantinou et al., 2019). For this 
reason, social media users are less likely to 
pay attention to anything that does not align 
with their personal values or beliefs, leading 
them to engage more with content they find 
cognitively comfortable and consequently in-
forming the media selection systems of the 
platform. 

This is also exacerbated by confirmation bias, 
or the tendency for humans, where they see 
what they expect or want to see, to be less 
critical, thus being unlikely to fact-check (Kon-
stantinou et al., 2019). Consequently, social 
media users may be more inclined to uncritic-
ally accept recommendations on social media 
platforms that amplify their existing beliefs, 

leading the platform to make more of such 
recommendations. The resulting repeated ex-
posure to similar misinformation can increase 
trust in false beliefs through the illusory truth 
effect, which is that the repeated exposure to 
information results in it being perceived as 
more truthful (Ahmed & Rasul, 2023). Penny-
cook et al. (2018) demonstrated that individ-
uals are more likely to deem a false statement 
true the more times they are exposed to it. 
This may be because the information is recog-
nized as familiar, even though the reader can’t 
necessarily remember where or in what con-
text they encountered it before. 

The problematic belief in false information is 
compounded by individuals then sharing this 
information with their social network, with 
this behaviour implicitly suggesting an en-
dorsement of the content. Social proof, a con-
cept that suggests that people use the actions 
of others to define correct behaviour, further 
amplifies the effect. That is, people seeing 
others around them sharing a particular nar-
rative may set such acts as normal and ex-
pected. Further exacerbating the issue is the 
tendency for people to share more extreme 
content more often. When exposed to infor-
mation which is threatening, or in alignment 
with their fears, individuals are more likely to 
share the information, this further speeds up 
the spread of this information (Oh et al., 2013). 
More engagement with misinformation adds 
to its credibility and its spread (Avram et al., 
2020; Chuai & Zhao, 2022). 

The interaction between social media plat-
forms and human cognitive biases creates a 
problematic scenario. Frictionless sharing al-
lows for individuals to share information eas-
ily and mass personalization (see 3.5.1 below) 
selects engaging content passively based on 
their behaviour. Human cognitive biases re-
sult in information being shared and endorsed 
uncritically and media preferences being set 
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based on comfort and popular narratives 
within a social group. This results in an on-
line environment where misinformation can 
be widely shared without being challenged 
by critical examination or contradictory mes-
sages. 

2.4.1	 Undermining Public Trust in 

Cybersecurity

Misinformation within the realm of cyberse-
curity has damaged public trust by diminish-
ing confidence in digital systems and data 
protection. Exposure to false or misleading 
information about cybersecurity practices, 
threats, or incidents can decrease trust in 
online platforms, government entities, and 
information sources. Cyberattacks like phish-
ing, ransomware, and distributed denial of 
service (DDoS) not only cause direct effects 
such as data breaches and financial losses 
but also contribute to the deterioration of 
public trust in online platforms and e-gov-
ernment services (Al-Hawamleh, 2024). Data 
breach incidents can be argued to have se-
vere consequences, including the under-
mining public trust in important institutions 
(Banner, 2022). A survey conducted for the 
Office of the Privacy Commissioner of Canada 
in 2013 revealed that only 21% of Canadians 
believed the federal government took its pri-
vacy-related responsibilities very seriously 
(Office of the Privacy Commissioner of Can-
ada, 2013).

In the context of cybersecurity, misinforma-
tion can generate confusion, fear, and uncer-
tainty among the public, reducing their con-
fidence in the security of their personal data 
and online systems and services (Arambul et 
al., 2023). For example, ransomware groups 
are intentionally using misinformation to in-
crease their social status and to trick author-
ities. They make false claims about ransom-
ware and data breaches and rely on others, 

including cybersecurity experts, to spread 
these false claims (Bracken, 2024). Moreover, 
spreading false information during a cyber-
security incident can worsen the attack’s im-
pact and erode public trust in organisations’ 
ability to protect sensitive information. Dur-
ing crises, malicious actors can exploit public 
trust vulnerabilities by disseminating false 
information about security protocols, data 
breaches, or the effectiveness of cyberse-
curity tools, thereby creating opportunities 
for cyber threats to succeed (Joseph et al., 
2022). This intentional spread of misinfor-
mation can result in skepticism, confusion, 
and a lack of confidence in the cybersecurity 
measures implemented by organisations and 
governments, making it challenging to distin-
guish them from malicious actors.

2.5	 Technological Factors

2.5.1	 Mass Personalization and 

Social Media

The extent to which social media companies 
allow and promote account customization 
has a significant impact on the spread of mis-
information and the formation of echo cham-
bers (Barberá et al., 2015; Bruns, 2017; Cinelli 
et al., 2021; Dubois & Blank, 2018). Account 
customization is often achieved by means 
of mass personalization technologies that 
ease the configuration burden on consum-
ers by leveraging algorithmic processes that 
operate in the background, computing big 
datasets to predict the preferences of each 
individual using the platform (Kotras, 2020). 
The customization of preferences based not 
on informed and deliberate choice but by be-
haviour can have undesirable consequences, 
such as informational echo chambers. 

Echo chambers are environments where in-
dividuals are constantly and repeatedly ex-
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posed to information which aligns with their 
pre-existing beliefs. Echo chambers are cre-
ated and reinforced through the algorithms 
prevalent in social media, which are based 
on quantitative values like likes and shares. 
The algorithms lead to the creation of silos, 
which isolate users from perspectives con-
trary to their own (Avram et al., 2020; Oh et al., 
2013). Research suggests that people develop 
more and more extreme beliefs due to the re-
inforcement they receive from echo chambers 
(Sunstein, 1999). These echo chambers can be 
found in blogs, forums, and social media web-
sites (Barberá et al., 2015; Edwards, 2013; Gil-
bert et al., 2009; Grömping, 2014; Quattrocioc-
chi et al., 2016). Modern technology that only 
allows individuals to have exposure to this 
selective information can lead to increased 
polarization, damaged critical thinking and 
the elimination of productive dialogue (Sun-
stein, 1999). 

While the operation of platforms is problem-
atic, there is also the potential for them to be 
a part of the solution. While platforms may be 
reticent to alter the underlying technologies 
that promote engagement with platforms, 
arguably a feature important for the success 
of social media platforms, they do not pre-
clude direct actions to curb misinformation. 
Social media companies are capable of taking 
such actions and have done so. For example, 
Meta took down hundreds of groups, pages 
and accounts on Facebook and Instagram 
due to misinformation, defined by their head 
of cyber security policy as “co-ordinated in-
authentic behaviour” (Delhi, 2019). These ac-
counts posted “massive amounts” of content 
repeatedly or were fake accounts, and were 
removed due to suspicious activity, not due to 
the content itself (Delhi, 2019). WhatsApp, also 
owned by Facebook, limited users forwarding 
messages to five times, down from 20, after 
angry villagers were incited to mob lynchings 
via WhatsApp messages (Delhi, 2019). This 

indicates that it is technically possible for so-
cial media operators to intervene. 

2.5.2	 Deepfakes

Deepfakes are a form of manipulated graph-
ical (image and video based) content, where 
a face and/or body parts are puppeted by an-
other using advanced AI techniques(Nguyen 
et al., 2019). The resulting realistic images and 
videos are often employed to deceive view-
ers, spread misinformation, and manipulate 
public opinion. This presents a threat to the 
integrity of information, and to cybersecurity 
as a whole. 

There are technical countermeasures that 
have been developed in order to allow for the 
computational detection of deepfakes. These 
make use of various methods:

1.	 Analyzing visual artifacts relies on the 
identification of inconsistencies in visual as-
pects such as lighting, shadows, or texture of 
the video (Matern et al., 2019). The visual as-
pects can make evidence of tampering more 
evident.
2.	 Blending boundaries focuses on de-
tecting irregularities at the edges where AI 
generated content merges with real content 
(Li et al., 2020). The irregularities are evident 
due to imperfect integration of the content.
3.	 Mouth movements is a method that an-
alyses speech patterns to see if the lip syn-
chronization matches natural human behav-
ior (Haliassos et al., 2021).
4.	 Behavioural biometrics assesses unique 
patterns in how individuals move or express 
themselves (Agarwal et al., 2020; Nadimpalli 
& Rattani, 2022).

Even with these resources, however, de-
tecting deepfakes remains a challenging task. 
The identification of deepfakes by technic-
al means has been difficult due to the con-
stant advancements in this form of technol-
ogy (Aghajari et al., 2023). High quality and 
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realistic images and videos can be created 
by computational models which are able to 
produce output which resembles original 
data (Nguyen et al., 2019; Zhang et al., 2017). 
Furthermore, aspects such as poses, facial 
expressions, and lighting can be preserved 
when faces are swapped (Korshunova et al., 
2017). This makes it incredibly difficult for 
forensic computational models to differenti-
ate deepfakes from reality.Deepfake images 
and videos represent a potential mechanism 
for the transfer of misinformation that is dif-
ficult to combat via technical means as the 
technology being developed to perfect the 
generated imagery appears to be currently 
leading the detection technologies. 

2.5.3	 AI Generated Content

Artificial Intelligence-Generated Content 
involves using generative AI algorithms to 
either assist or replace human effort in pro-
ducing unique content (Wang et al., 2023). 
This process is driven by user inputs or 
specific requirements, enabling faster con-
tent creation at reduced costs compared to 
traditional methods (Wang et al., 2023). This 
content can be in almost any digitally trans-
missible form, including text, audio, images 
and video. 

One major concern of AI-generated faces and 
poses is the risk it presents regarding secur-
ity, identity verification, and misinformation 
detection (Khoo et al., 2021). Studies show 
that individuals are not able to tell the differ-
ence between real and AI-generated images. 
This puts them at the risk of being tricked 
into believing lies through images. Surveys 
have shown that 40% of respondents are un-
able to reliably tell the difference (Pocol et 
al., 2024). Public education regarding these 

topics is a very important step in tackling 
misinformation (Poredi et al., 2024).

The process of creating AI-generated content 
also suggests further legal and ethical issues. 
This is primarily because the AI is general-
ly trained on data from the internet. It can 
therefore possibly be trained on source ma-
terials that are erroneous, fictitious or part 
of a disinformation campaign. As a result, all 
content generated using that dataset holds 
the risk of further advancing that misinfor-
mation. Because AI does not yet always cite 
its sources, there remains a concern for the 
legitimacy of any information it generates. 
Even when the information is correct, the 
authority of its truthfulness is difficult to 
measure. Furthermore. As the sources are 
not given credit, the sources are robbed of 
their intellectual property without consent. 
One such example is the legal action taken 
against GitHub’s copilot which allegedly used 
licensed code without attribution (Butterick, 
2021). Identifying the content that is used as 
training data can effectively tackle this issue. 
This approach is being employed by com-
panies and platforms such as Stability AI and 
Spawning AI (Beaumont, 2022).

AI is, and will continue to be, used to disrupt 
society through misinformation, and ad-
dressing the authenticity of visual content is 
a difficult challenge to overcome (Goldstein 
et al., 2024; Poredi et al., 2023; Solomon, 2023; 
Solomon et al., 2022; Solomon & Cios, 2023). 
Addressing the issue of deepfakes and other 
AI-generated, misinformed content, is a mov-
ing target - as the datasets, methods, and 
technologies grow, the detection becomes 
increasingly difficult.
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3	 Countering Misinfor-
mation

Countermeasures must be taken in an effort to 
reduce the spread and impact of online mis-
information and disinformation. The tables  
below provide an overview of technological 
and human-centric countermeasures to re-
duce misinformation, with both a proactive 
and reactive approach. A selection of counter-
measures will be described in further detail 
below. By combining proactive measures with 

reactive responses, both online platforms and 
individuals can work towards minimizing the 
impact of misinformation and promoting a 
more informed digital environment.

3.1	 Approaches

3.1.1	 Reactive Approaches

Reactive approaches to countering online 
misinformation involve responding to false 
information after it has been disseminated. 

Proactive Approaches
Automated Tools for Detec-
tion

Deploying automated tools to detect misinformation and provide 
notifications to users and moderators.

Watermarks Using digital watermarks to verify the authenticity of content and 
prevent the spread of altered or fake information.

Algorithm Transparency Ensuring that the algorithms used by social media platforms 
are transparent and understandable to the public to reduce the 
spread of misinformation.

Advanced Machine Learning 
Models

Developing sophisticated machine learning models to detect and 
mitigate misinformation more effectively.

Detection of Deepfakes Implementing AI technologies to identify and block deepfake 
content.

Reactive Approaches
Automated Content Labelling Applying labels to existing content that has been identified as 

misinformation to warn users.
Bot Detection Identifying and removing automated accounts (bots) that spread 

misinformation.
Algorithm Transparency Making changes to algorithms to reduce the visibility of misinfor-

mation once it has been identified.
Identifying and Removing 
Disseminators of Misinfor-
mation

Tracking down and removing accounts and sources that are con-
sistently spreading false information.

Advanced Machine Learning 
Models

Using advanced models to continuously monitor and react to 
new forms of misinformation.

Detection of Deepfakes Employing AI to remove or label deepfake content that has al-
ready been shared.

Table 1- Misinformation Countermeasures - Technological Solutions
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While it does not effectively address the 
underlying causes of misinformation, a re-
active approach may be necessary for remov-
ing misinformation in an immediate sense. 

3.1.1.1  Automated content labelling  

Online platforms have increased the use of 
automation to label large volumes of content, 
while relying on automated interventions to 
moderate the credibility of information or 
sources uploaded under their user’s names 
(Alaphilippe et al., 2019). Automated con-
tent labelling relies on machine learning to 
classify the content moderation process into 
problem categories, as well as to add into a 
database of known unwanted content, such 
as misinformation. While they can quickly 
label a post or a content as false information 
with versatility, it can struggle to stay con-
sistent and reliable without human intelli-

gence reviewing it (Roozenbeek et al., 2023). 
Therefore, significant risks of error modera-
tion can pose a threat to counter measures 
of misinformation, as social media platforms 
tend to fail to provide the efficacy levels of 
their technological interventions (Roozen-
beek et al., 2023).

3.1.1.2  Individual and crowdsourced mis-

information flagging 

While professional fact-checkers and auto-
mated content labelling provide objective 
insights on factual information, they gen-
erally do not directly engage with misinfor-
mation spreaders on social media platforms 
(He et al., 2023). Ordinary social media users 
can play a crucial role when a platform al-
lows them to report and flag misinformation 
posts (Micallef et al., 2020). An example is 
X’s (formerly Twitter) Birdwatch, where users 

Proactive Approaches
Prebunking Educating individuals about common misinformation tactics before 

they encounter them to build resistance to false information.
Inoculation Providing people with a weakened form of misinformation to help 

them build defenses against future exposure to stronger forms.
Improving Social Media 
Regulation

Enhancing policies and regulations for social media platforms to en-
sure they take responsibility for reducing the spread and impact of 
misinformation.

Reactive Approaches
Debunking Actively correcting false information that has already spread by pro-

viding factual and verified information.
Crowd-Generated Mis-
information Flagging

Leveraging the public to flag and report false information, allowing 
for quicker identification and correction.

Fact-Checking Utilizing fact-checkers to verify the accuracy of information and de-
bunk false claims.

Positive Use of Shame Encouraging social accountability by highlighting and shaming the 
spread of misinformation.

Friction Introduced in 
Social Media 

Implementing measures that slow down the sharing of news on so-
cial media to give users time to verify information before spreading 
it.

Table 2 - Misinformation Countermeasures - Human-Centric Solutions
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can actively engage to identify posts, they 
believe to be misleading or false, although 
they do not allow user-to-user communica-
tion and countering misinformation directly 
on X. Unlike professional fact-checkers that 
indicate clearly if a content is true or false, 
social media platforms like Facebook display 
red flags on posts that lack credibility accord-
ing to fact checkers (Aghajari et al., 2023). Al-
though warnings against content are known to 
reduce its perceived accuracy, they can only 
signal the credibility as false and do not of-
fer any additional information on the context. 
Furthermore, these incentives can also prompt 
people to click on the false content, therefore 
increasing its visibility and backfiring counter 
measures (Aghajari et al., 2023). 

3.1.1.3  Identifying and removing dissemin-

ators of misinformation 

To limit the spread of false information from 
their platforms, social media companies can 
focus on a micro level at individual users who 
engage in more misinformation behaviors. 
Meta (formerly Facebook) and X are known to 
identify and possibly remove any account that 
exhibits “inauthentic behavior”, which is de-
fined as the use of social media, such as a page, 
followers or links, to mislead people(Aghajari 
et al., 2023). Users who engage in coordinated 
inauthentic behaviour can have their accounts 
identified and disabled, with their content be-
coming inaccessible to others (Aghajari et al., 
2023) .

3.1.1.4  Debunking 

Debunking refers to the presentation of veri-
fied information to establish that previous 
content was misinformation and addresses 
the psychological process of correcting the in-
formation (Chan et al., 2017). Debunking can 
be fact-based or logic-based, which focuses 
more on the manipulation techniques and 
the epistemic quality of the false informa-

tion (Vraga et al., 2020). Meta uses debunking 
to moderate content on their platforms but 
has been criticized for lacking transparen-
cy over what kind of content gets limited on 
their social media (Roozenbeek et al., 2023). 
Therefore, the effectiveness of fact-checking 
depends in part on the cooperation of large 
online platform companies.

3.1.1.5  Fact Checking 

Fact-checking is a tool, refined through jour-
nalism, that checks the authenticity of state-
ments (Graves et al., 2016). It is a proactive 
process in which claims are verified against 
available evidence or factual records before 
or shortly after they are published. It is dis-
tinct from debunking it that it is an element of 
rather than the complete process of correcting 
retained information. It is a rather popular 
reactive approach, as multiple fact-checking 
sites such as Snopes.com, FullFact.org and 
StopFake.org, are used to correct misinforma-
tion.

While fact-checking can reduce belief in 
false claims, it can also increase false beliefs 
through a misinterpretation of the facts (Ny-
han et al., 2013; Nyhan & Reifler, 2015). Stud-
ies have shown that the emotions attached 
to misinformation affect the response people 
have in terms of corrections (Moore, 2016; 
Morgan et al., 2013). As a consequence, it is 
possible for efforts relying on fact checking to 
have unintended and undesirable outcomes. 

Social networks are very important in fact 
checking. Studies have shown that fact-check 
articles are taken more seriously when shared 
by friends than they are when shared by stran-
gers (Hui et al., 2018). With that said, however, 
it can be advantageous to exclude biograph-
ical information about fact-check authors to 
maximize effectiveness (Garrett et al., 2013). 
Fact checking needs to have a large reach as 
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it is generally slower than the spread of mis-
information (Vosoughi et al., 2018). Research 
related to COVID-19 has suggested that 
younger, and more politically liberal users 
are more likely to fact-check online content ( 
Rich et al., 2020; Robertson et al., 2020). 

3.1.1.6  Bot/Automation Detection

A social media robot, or social bot, is an auto-
mated program designed to produce con-
tent and engage with users on social media, 
often mimicking human behavior (Gorwa & 
Guilbeault, 2020). It interacts in ways that re-
semble how a real person would act online, 
creating the appearance of genuine user ac-
tivity. Social bots are typically public-facing 
and are designed to seamlessly blend into 
social media environments, automating re-
sponses, posts, and interactions to influence 
conversations or amplify content (Gorwa & 
Guilbeault, 2020) .

While these bots may be deployed for any 
purpose, that does include influencing pol-
itical circumstances and spreading mis-
information (Gorwa & Guilbeault, 2020). The 
presence of bots on social media introduces 
several challenges related to integrity. Twitter 
bots have historically interfered with election 
results (Deb et al., 2019; Ferrara, 2017), and 
disseminated misinformation (Cresci, 2020). 
Contemporary bot detection techniques use 
approaches like graph neural networks . This 
has helped tackle issues such as fraud, mis-
information, and poor recommendations 
(Dou et al., 2020; Lu & Li, 2020; Varlamis et al., 
2022; Wu et al., 2020).

Despite technological advancements, it re-
mains difficult to distinguish between hu-
mans and bots. This is a hurdle for detection 

purposes, particularly where the bots are 
designed with the intention to misinform 
(Cresci et al., 2017; Grimme et al., 2018). By 
understanding and addressing the techno-
logical factors that facilitate bot-driven mis-
information, cybersecurity efforts can better 
protect the integrity of online discourse and 
ensure a safer, more reliable information en-
vironment.

These same bots, however, can also be cre-
ated to detect other bots. While that would 
infect the online space in the sense that it 
would mainly contain bots, the bots meant 
for fact checking can detect other bots and 
eventually protect the users from being mis-
informed.

3.1.2	 Proactive Approaches

While corrective and reactive measures for 
identifying misinformation can be effect-
ive, they are not without flaws, particularly 
those concerning their accuracy, expense, 
and timeliness. Ideally, preventing misinfor-
mation from finding traction in the first place 
would allow for safer practices online. Pro-
active measures can be used to counter false 
information, based on the principles of the 
inoculation theory (Lewandowsky & Van Der 
Linden, 2021). Inoculation rests on the base-
line that if individuals are forewarned that 
they might be exposed to misinformation on-
line and exposed to weakened examples of 
the ways in which they might be misled, they 
will develop an immunity to misinformation. 
Under a biomedical analogy of a vaccination 
for brainwashing, it would be considered to 
be spread throughout the cyberspace like a 
viral pathogen. If we pre-emptively expose 
a community to misinformation, then an 
immunity to the viral persuasion could be 
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developed (Pilditch et al., 2022). Inoculation 
theory has been successfully applied to mis-
information about climate change, conspiracy 
theories, hate speech online and COVID-19 
(Lewandowsky & Van Der Linden, 2021).

Pre-emptive approaches, such as prebunking 
are well-tested and are grounded in a robust 
evidence base dating back to the 1960s, prov-
ing effective across a wide range of scenarios 
(Harjani et al., 2022). By proactively addressing 
misleading narratives or techniques across 
various topics and domains, it scales more 
efficiently than combating individual claims. 
By virtue of its pre-emptive nature it is able 
to take a non-accusatory and non-judgmental 
tone and consequently can foster openness 
and encourage audiences to engage with pre-
ventative interventions. Furthermore, it can 
remain apolitical by focusing on misleading 
techniques rather than specific claims, dem-
onstrating effectiveness across the political 
spectrum, including among individuals with 
conspiratorial beliefs (Harjani et al., 2022).

3.1.2.1  Prebunking

Inoculation theory also includes prebunking, 
which can be both an active and passive tech-
nique to build pre-emptive resilience to mis-
information. Prebunking focuses on educating 
how people are commonly manipulated and 
misled online, rather than directly challenging 
misinformation or automatically categoriz-
ing content as being true or false (Harjani et 
al., 2022). This psychological technique can 
effectively inoculate individuals against mis-
information they did not see before. It seems 
to be the most effective when people can 
generate their own counterarguments, which 

boost their confidence in their own truth-dis-
cernment abilities and reduce self-reported 
willingness to share misinformation on so-
cial media (Omoregie, 2021). Active tech-
nique-based inoculations can be found in the 
form of online games, such as Bad News, Go 
Viral!, Radicalise, and Harmony Square, which 
exhibit a social media-like environment to im-
prove people’s ability to recognize misinfor-
mation (Pilditch et al., 2022). For example, Bad 
News simulates a social media feed where 
players are impersonating a fake news pro-
ducer who tries to gain as many followers as 
quickly as possible, all that while trying to not 
lose credibility (Roozenbeek & Van Der Lin-
den, 2019). The purpose of Bad News is to en-
able individuals against the known methods 
of misinformation by allowing them to gener-
ate their own fake news (Lewandowsky & Van 
Der Linden, 2021).

While optimistic, improving people’s skills to 
identify false and misleading content does 
not always lead to changing people’s intention 
to share misinformation. For example, many 
people may know that a piece of content is 
untrue and still spread it anyway motivated 
by political or social reasonings (Aghajari et 
al., 2023). It is also difficult to prebunk individ-
uals against all of the misinformation online 
(Pilditch et al., 2022). To improve the efficacy 
of diminishing the spread of misinformation, 
improving individuals’ media literacy skills 
through critical thinking skills can help in-
crease skepticism towards false information 
(Badrinathan, 2021).

3.1.2.2  Blockchain Technology

Blockchain technology is a decentralized rec-
ord keeping system that multiple parties have 
access to (Portmann, 2018), that stores data 
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in a manner such that it is accessed secure-
ly and transparently (Nakamoto, 2017). Each 
participant in the record keeping network 
generates a cryptographic code, ensuring 
the system remains secure and trustworthy. 
Because of this, blockchain is an ideal tech-
nology when it comes to data integrity and 
authenticity (Vardhan et al., 2023). 

Blockchain is known for its ability to de-
tect authenticity. When used with the right 
complementary technologies, it can track 
and verify goods (in this case, information) 
throughout a supply chain (Kshetri, 2018). 
With the help of digital tokens and smart 
contracts, blockchain creates a unique iden-
tity for each product (Zheng et al., 2017). This 
ensures the authenticity of every product (in-
formation) and eliminates counterfeits (mis-
information), enhancing the trust and reli-
ability goods at every stage, from production 
to distribution, enhancing trust in the supply 
chain (Vardhan et al., 2023). 

Smart contracts on the blockchain can auto-
mate and secure the verification of digital 
content (Dai et al., 2019). These contracts work 
using predefined conditions and can ensure 
that the content has not been tampered with 
(Guru, 2024). The way in which blockchain 
can be used is to integrate a watermarking 
on digital content (Abrar et al., 2021). By en-
crypting watermark information and storing 
it in the blockchain, the authenticity of digit-
al images can be ensured (Huang & Yi, 2023).

Despite the advantages, however, the imple-
mentation of blockchain for digital content 
verification presents challenges. One issue 
is the limited storage on blockchain (Indap-
war, 2020). Solutions such as the Interplanet-
ary File System (IPFS) provide the necessary 
infrastructure for decentralized content stor-
age, complementing blockchain’s capabil-
ities by ensuring that no central entity con-

trols the data (Golosova & Romānovs, 2018). 
IPFS also breaks the data into smaller chunks 
making it more resistant to censorship and 
ensuring its integrity (Badari & Chaudhury, 
2021; Benet, 2014; SK et al., 2024).

While blockchain is secure and transparent, 
it can also lead to privacy issues (Heo et al., 
2020). The transparency of blockchain means 
that all participants can access the records; 
this can include sensitive information (Feng 
et al., 2019). To address these concerns, ad-
vanced algorithms and techniques can be 
employed to enhance privacy and security 
(Heo et al., 2021).

Blockchain has historically been applied for 
the verification and the authenticity of dip-
lomas and certificates. The implementation 
of a blockchain-based system at Al-Zaytoo-
nah University in Jordan is an example that 
educational credentials are authentic and 
tamper-proof (Chaniago et al., 2021). This 
system uses student National IDs and smart 
contracts to verify diplomas, demonstrating 
blockchain’s potential in various fields be-
yond supply chain management (Kanan et 
al., 2019). While blockchain is appreciated 
for its decentralized nature, its implementa-
tion often involves a centralized component. 
Federated blockchains, which are a type of 
blockchain that is not accessible to the pub-
lic, are more practical for certain applications 
(Hoffman et al., 2020; Zheng et al., 2018).

It is important to note that watermarks are 
only effective under very specific circum-
stances. Firstly, the consumers have to take 
on the responsibility of verifying the water-
mark and its legitimacy (as it would likely 
often be forged) and secondly, there would 
need to be a consensus on what watermark 
would be considered legitimate; without a 
consensus, malicious third parties are in-
centivized to create their own watermarks to 
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continue the consumption of misinformation. 

4	 Factors Influencing 
the Adoption and Ef-
fectiveness of Mis-
information Counter-
measures

Various factors can reduce the effectiveness 
of misinformation countermeasures. As pre-
viously discussed, research has demonstrated 
that prebunking online misinformation can be 
effective at reducing the spread and impact 
of misinformation (Roozenbeek et al., 2023). 
Conversely, the process of passive prebunking 
may be limited in its effectiveness. In this 
approach, individuals are simply given a 
counterargument without further engage-
ment. Research into prebunking and counter-
factual thinking is also limited in its ability to 
reflect real-life situations. Social media use in 
real-life is varied and influenced by environ-
mental factors. These include communication 
with others and the simultaneous use of mul-
tiple apps. Thus, prebunking countermeasures 
to misinformation may be hard to implement 
on social media in reality, and their real-world 
effectiveness may not match the potential ex-
pected based on research performed under 
lab conditions. 

In addition, prebunking and/or inoculation 
messages may only be effective for certain 
individuals. In the context of COVID-19 mis-
information, Amazeen and colleagues (2022) 
identified that specific inoculation messages 
had a detrimental effect on individuals who 
held pre-existing unhealthy attitudes regard-
ing COVID-19 vaccines, increasing the likeli-
hood that these individuals would believe the 
misinformation. While individuals who held 

healthy attitudes towards vaccines were like-
ly to uphold these attitudes if the misinfor-
mation they are exposed to is prebunked, it 
is arguable that these individuals are not the 
true target of misinformation. Prebunking 
methodologies may also differ in their effi-
cacy. For instance, logic-focused corrections, 
which undermine the rhetoric presented by 
the misinformation, are effective whether 
presented before or after the misinformation 
as opposed to fact-focused corrections, which 
provide accurate information to refute the 
misinformation, only reduce misperceptions 
when they occur after the misinformation 
(Vraga et al., 2020). Ultimately, prebunking 
countermeasures to online misinformation 
are limited in their effectiveness and logistic-
al practicality.

Some traditional countermeasures like warn-
ing labels and factchecking have been largely 
ineffective in combating misinformation on 
social media platforms. Research has high-
lighted a few potential reasons for this, in-
cluding that (mis)information sharing is a be-
haviour determined by social processes and 
that social media platforms foster an environ-
ment which promotes this (Jones et al., 2023). 
The impact of social cues intertwined within 
social media platforms, for instance, social 
reinforcement through liking or commenting 
on a post, has not been empirically assessed 
in the context of misinformation counter-
measures. While it is unlikely that there will 
be a fundamental redesign of social media 
to remove these elements, the adaptation of 
certain features could discourage the spread 
of misinformation. “Taiwan,” for example, an 
online discussion forum for citizens of Taiwan 
to discuss proposals and share information, 
doesn’t allow replies to comments. The no-
tion behind this was to deter trolls and dis-
courage divisive conversation. In addition, a 
visual mapping of posts based on upvotes and 
downvotes was effective in creating like-mind-
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ed groups and establishing gaps. Users then 
posted comments to try and win votes from 
both sides of the divide, gradually eliminat-
ing the gaps and instead promoting a unified 
response (Horton, 2018). This example dem-
onstrates the potential advantages of adapt-
ing social media platforms and how this may 
reduce the spread and impact of misinforma-
tion. Despite these social benefits of these 
adaptations, the process of changing could 
incur a financial burden and may impact the 
performance of the platforms, making in-
dependent adoption of such changes unlike-
ly. As a result, regulation may be necessary to 
reform the dangerous aspects of these plat-
forms. 

Countermeasures against misinformation re-
quire a multifaceted approach. This includes 
the development of legal policies, awareness 
campaigns, enhancing true content in mass 
media, and improving digital literacy among 
the population. Unfortunately, the effective-
ness of these countermeasures may be lim-
ited due to the complex and evolving nature 
of misinformation dissemination and the 
challenges in reaching and educating diverse 
audiences (Borges do Nascimento et al., 
2022). Furthermore, education alone may be 
insufficient to combat the impact of online 
misinformation and certain approaches to 
increasing public knowledge of misinforma-
tion may be counter-effective. Educational 
initiatives require individuals to be motivated 
to engage and can exclude those with low 
digital literacy, who may be the most likely 
to share misinformation in the first instance 
(Bronstein & Vinogradov, 2021). In addition, 
educational interventions do not eliminate 
vulnerability to misinformation, with one 
study demonstrating that 20% of individuals 
still believed misinformation even after be-
ing taught strategies to spot misinformation 
( Guess et al., 2020). 

In summary, countering misinformation re-
quires a multifaceted and adaptable ap-
proach, as no single method, whether 
prebunking, fact-checking, or educational 
initiatives, can fully address the complex and 
evolving nature of misinformation. Social 
media’s varied use and reinforcement of so-
cial behaviors complicate the effectiveness 
of countermeasures, while the psychologic-
al resistance among certain groups and the 
challenge of reaching individuals with low-
er digital literacy further limit the impact of 
these interventions. Regulatory reform, plat-
form redesigns, and broad-based digital lit-
eracy efforts are critical, but these too face 
practical barriers.

5	 Recommendations

5.1	 Mandate Regulatory 

and Policy Changes 

   	 Implementing stringent policies that 
hold social media platforms accountable for 
reducing the spread of misinformation and 
disinformation is crucial. Such regulation 
has already been adopted in other countries. 
The UK Online Safety Act (2023) require social 
media platforms to monitor actively and fact-
check content. The Act aims to protect users 
by holding social media platforms account-
able to being transparent about which kinds 
of potentially harmful content they allow and 
present users more control over the types of 
content they want to see. The Act also crimin-
alizes the spread of disinformation. Crucially, 
the Act applies to companies based outside 
the UK, provided they have links to the UK. 
This includes if the service has a significant 
number of UK users, if the UK is a target mar-
ket or it is capable of being accessed by UK 
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users and there is a material risk of significant 
harm to such users (Online Safety Act, 2023).

Adopting cooperative and extraterritorial 
regulations based on the needs of the various 
key stakeholders identified could increase the 
chance of misinformation laws and regula-
tions to be effective. While the enforcement 
of such regulations presents challenges, inter-
national cooperation resulting in broadly har-
monized rules provides an economic incentive 
beyond any punitive measures, as operating 
in compliance with global norms may be more 
attractive to shareholders. 

Under an ethically oriented policy framework, 
platforms should be encouraged to develop 
mechanisms reducing the incentives creating 
and distributing misinformation and disinfor-
mation. Platforms have developed a number 
of tools for both incentivization and dis-in-
centivization such as demonetization, tem-
porary bans, and permanent deplatforming. 
The transparent application of these tools to 
misinformation would likely have a positive 
impact, while allowing for the just application 
of the process to be independently verified. 
Such a policy is likely to encourage stakehold-
ers to promote a more responsible distribu-
tion and use of information, whether from 
an individual, collective or corporate point of 
view.

5.2	 Increase Public Aware-

ness and Education 

Public education campaigns play a vital role in 
combating misinformation. While individuals 
should not bear the sole responsibility for 
verifying information, increasing their aware-

ness about misinformation can significantly 
reduce its spread. 

Educating people on how to identify mis-
information, understand its signs, and verify 
facts can empower them to make informed 
decisions. The use of active prebunking sys-
tems such as those engaging serious games to 
enable logic-focused critiques of messaging 
show promise in promoting the appropriate 
skills to effectively navigate misinformation. 

5.3	 Enhance Public Digital 

Literacy Initiatives

Digital literacy programs are essential in 
teaching individuals how to navigate online 
information critically. These programs could 
help users to differentiate credible sources 
from dubious ones, fostering a more discern-
ing and informed public. 

These programs should be implemented 
across demographic groups, starting in 
schools. Initiatives such as Google’s digital 
safety program (https://beinternetawesome.
withgoogle.com/en_us) which promotes a 
‘Share with Care’ approach to children, have 
shown promising results in helping children 
to understand and be critical of information 
they are exposed to online (Jones et al., 2023). 
Another group vulnerable to misinformation 
is older adults, particularly those with low 
digital literacy. Programs aimed towards older 
internet users should be prioritised, as older 
individuals are more likely to share misinfor-
mation.
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5.4	 Improve Automated 

Content Labelling and Algo-

rithm Transparency

Effective content labelling systems are critic-
al in helping users process and understand 
online information. By drawing from the ef-
fectiveness of other warning systems, such 
as those for smoking and alcohol, content 
labels can be designed to attract and hold 
users’ attention. Labels that are clear and 
informative can enhance users’ comprehen-
sion and awareness of misinformation. 

Current algorithms are designed to form silos 
and echo chambers. This is done keeping the 
marketing aspect in mind, to keep people 
engaged with content by only showing them 
what they are certain to like and agree with. 
The current systems appear to be optimized 
for engagement and do not consider the 
mental, intellectual or physical health of 
consumers. Systems that more deliberately 
expose users to content from various ideol-
ogies would more effectively allow them to 
explore various perspectives. The mechan-
isms for the selection of content should al-
low for more active consideration by users. 
While it may be the case that if the algorithm 
was entirely transparent, content creators 
and companies could effectively manipu-
late it, it would also empower individuals to 
have a better understanding of why they see 
what they see. A well-implemented algorithm 
would also be designed in a way that trans-
parent in its operation for users. would not 
necessarily expose it to possible exploita-
tion. 

5.5	 Utilize AI for Detecting 

Fake Content

Artificial intelligence has significant potential 
in identifying and mitigating fake content, 
including deepfakes. Investing in advanced 
AI technologies can enhance the reliability 
and safety of online information by detecting 
and removing false content efficiently. AI’s 
capability to analyse vast amounts of data 
in real-time makes it a powerful tool in the 
fight against misinformation. While it may be 
the case that the current tide of technologic-
al development is favoring the development 
of deepfake technologies, this need not con-
tinue to be the case. Investment in the de-
velopment of deepfake related technologies 
is based on the content generation capabil-
ities of these tools, which provide clear and 
valuable advancements for the development 
of content creation tools for legitimate pur-
poses. These uses do not require that the 
result be technically indistinguishable from 
genuine content. As a result, it may be pos-
sible that the fake content detection AI may 
overtake fake content generation. Were pri-
vate industry to develop only forensic-ready 
generation tools, or generation tools that 
inherently identify their source, this would 
effectively reduce the utility of this form of 
tool for mis and disinformation purposes. 
Furthermore, this would also reduce the util-
ity of these advances to those developing 
malicious adaptations of these technologies. 
Assuming that the continued development of 
detection capabilities by large platforms and 
government-funded research, such technolo-
gies could overtake that possible from illicit 
operators. 
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6	 Conclusion

This report effectively presents an examina-
tion of the political, regulatory, societal, and 
technological factors driving the spread of 
misinformation and its impact on cybersecur-
ity. The challenges associated with misinfor-
mation, such as the erosion of public trust 
and the manipulation of democratic process-
es, are complex and persistent, particularly in 
the ever-evolving landscape of social media.

Resolving the problem of misinformation in 
Canada presents a significant challenge. Vari-
ous countermeasures have been explored 
to address this issue, such as prebunking, 
fact-checking, and automated detection sys-
tems. Prebunking involves proactively pre-
senting counterarguments before misinfor-
mation spread in a manner that considers 
the psychological processes required, but ex-
pectations for its success should be tempered 
as its effectiveness can be diminished in the 
complex dynamics of real-world social media 
environments. Fact-checking, though essen-
tial, should be considered as a component 
of a successful program as it frequently en-
counters difficulties due to the emotional and 
social motivations behind the spread of mis-
information, which factual corrections alone 
cannot address. Furthermore, advances in AI 
and deepfake technology continue to outpace 
detection mechanisms, making it increasingly 
difficult to identify and mitigate the spread of 
false content.

Addressing the problem of misinformation re-
quires a multifaceted strategy that combines 
regulatory reforms, technological solutions, 
and educational initiatives. Regulatory inter-
ventions should prioritize transparency in 
algorithmic practices and hold platforms ac-
countable for the information they promote. 
Meanwhile, public education campaigns must 
focus on improving digital literacy to help 

users critically assess the information they 
encounter online. In addition, advancements 
in AI detection tools must keep pace with the 
rapidly evolving nature of disinformation tac-
tics. A collaborative effort across sectors is 
essential to ensure that these measures are 
effective in maintaining the integrity of on-
line information ecosystems and protecting 
against the harms of misinformation.
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